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This specification uses the following terms:

		Active Codes

		The set of spreading codes which carry information in an S-CDMA upstream. The complementary set, the unused codes, are idle and are not transmitted. Reducing the number of active codes below the maximum value of 128 may provide advantages including more robust operation in the presence of colored noise.



		Active Queue Management

		AQM schemes attempt to maintain low queue occupancy (within Downstream and Upstream service flows) while supporting the ability to absorb a momentary traffic burst.



		Address Resolution Protocol

		A protocol of the IETF for converting network addresses to 48-bit Ethernet addresses.



		Advanced Time Division Multiple Access

		DOCSIS 2.0 or later TDMA mode (as distinguished from DOCSIS 1.x TDMA).



		Allocation

		A group of contiguous minislots in a MAP which constitute a single transmit opportunity.



		American National Standards Institute

		A U.S. standards body.



		Backup Primary Downstream Channel

		A Primary-Capable Downstream Channel which is assigned to this CM as a Non-Primary Downstream Channel but which is designated to become the new Primary Downstream Channel if the currently assigned Primary Downstream Channel is no longer usable by this CM.



		Bandwidth Allocation Map

		The MAC Management Message that the CMTS uses to allocate transmission opportunities to CMs.



		BITS Encoding

		An octet string using a BITS encoding represents a zero-indexed linear array of 8*N bits, with the most significant bit of each byte representing the lowest-indexed bit. Bit positions increase from left to right. For example, bit position 0 is the most significant bit of the most significant (leftmost) byte, encoded as hex 0x80. Unspecified bit positions are assumed as zero. Unimplemented bit positions are ignored.



		Bonded Channel Set

		An identified set of upstream or downstream channels among which a stream of packets is distributed.



		Bonding Group

		A list of channels providing a means to identify the specific channels bonded together.



		Border Gateway Protocol

		An inter-autonomous system routing protocol.



		Bridged Network

		A set of IEEE 802 LANs interconnected by IEEE 802.1D MAC bridges.



		Bridging CMTS

		A CMTS that makes traffic forwarding decisions between its Network System Interfaces and MAC Domain Interfaces based upon the Layer 2 Ethernet MAC address of a data frame.



		Burst

		A single continuous RF signal from the upstream transmitter, from transmitter on to transmitter off.



		Byte

		A contiguous sequence of eight bits. An octet.



		Cable Modem

		A modulator-demodulator at subscriber locations intended for use in conveying data communications on a cable television system.



		Cable Modem Service Group

		In the HFC plant topology, the complete set of downstream and upstream channels within a single CMTS that a single Cable Modem could potentially receive or transmit on. In most HFC deployments, a CM-SG corresponds to a single Fiber Node. Usually, a CM-SG serves multiple CMs.



		Cable Modem Termination System

		Cable modem termination system, located at the cable television system head-end or distribution hub, which provides complementary functionality to the cable modems to enable data connectivity to a wide-area network.



		Cable Modem Termination System - Network Side Interface

		The network side interface, defined in [DOCSIS NSI], between a CMTS and the equipment on its network side.



		Capture Bandwidth

		The sum of the Tuning Bands in the TB List in MHz.



		Ceiling (ceil)

		A mathematical function that returns the lowest-valued integer that is greater than or equal to a given value.



		Channel

		See Radio Frequency Channel.



		Channel Bonding

		A logical process that combines the data packets received on multiple independent channels into one higher-speed data stream. Channel bonding can be implemented independently on upstream channels or downstream channels.



		Chip

		Each of the 128 bits comprising the S-CDMA spreading codes.



		Classifier

		A set of criteria used for packet matching according to TCP, UDP, IP, LLC, and/or 802.1P/Q packet fields. A classifier maps each packet to a Service Flow. A Downstream Classifier is used by the CMTS to assign packets to downstream service flows. An Upstream Classifier is used by the CM to assign packets to upstream service flows.



		CMCI Port

		Physical interface of the CM to which a CPE device can attach.



		Codeword

		An element of an error-correcting code used to detect and correct transmission errors, see http://mathworld.wolfram.com/Error-CorrectingCode.html



		Complete Transmit Channel Set

		This is defined for an FDX CM only, as the combination of the ‘Full Duplex Transmit Channel Set’ and the ‘Transmit Channel Set’. (See definitions below)



		Continuous Concatenation and Fragmentation

		Method of packing data into segments for upstream transmission in Multiple Transmit Channel Mode.



		Converged Interconnect Network

		The network (generally gigabit Ethernet) that connects an M-CMTS Core to an EQAM.



		CPE Interface

		An interface that is either a CMCI Port or a Logical CPE interface.



		Customer Premises Equipment

		Equipment at the end user's premises; may be provided by the end user or the service provider.



		Data Link Layer

		Layer 2 in the Open System Interconnection (OSI) architecture; the layer that provides services to transfer data over the transmission link between open systems.



		Data Rate

		Throughput, data transmitted in units of time usually in bits per second (bps).



		Decibel-Millivolt

		A dB measurement system wherein 0 dBmV is defined as 1 millivolt over 75 ohms.



		Decibels

		A unit to measure the relative levels of current, voltage or power. An increase of 3 dB indicates a doubling of power, an increase of 10 dB indicates a 10x increase in power, and an increase of 20 dB indicates a 100x increase in power.



		Diplexer

		A passive device that implements frequency domain multiplexing.



		DOCSIS 1.x

		Abbreviation for "DOCSIS 1.0 or 1.1".



		DOCSIS 2.0 Mode

		This mode is not relevant for DOCSIS 3.1 CM.



		Downstream

		In cable television, the direction of transmission from the headend to the subscriber.



		Downstream Bonded Service Flow

		A downstream Service Flow assigned to a Downstream Bonding Group.



		Downstream Bonding Group

		A subcomponent object of a MAC Domain that distributes packets from an assigned set of Downstream Bonding Service Flows to an associated set of Downstream Channels of that MAC Domain.



		Downstream Channel

		Physical layer characteristics and MAC layer parameters and functions associated to a DOCSIS forward channel.



		Downstream Channel Identifier

		An 8-bit identifier that distinguishes a Downstream Channel within a MAC Domain. DCID values may be assigned locally by the CMTS or externally by CMTS configuration.



		Downstream Interface

		As a term, refers to either a Downstream Channel (DC) or a Downstream Bonding Group (DBG). A DI is not a separate object in the object model.



		Downstream M-CMTS Channel

		An object representing the M-CMTS DEPI session (see [DOCSIS DEPI]) that carries the DOCSIS MAC-Layer contents of a single Downstream RF Channel.



		Downstream RF Channel

		The CMTS object representing the physical transmission of the MAC-Layer contents of a DOCSIS downstream RF signal at a single center frequency. A DRF object implements the functions of: FEC Encoding, MPEG2 Convergence, QAM modulation, and Physical RF transmission.



		Downstream Service Extended Header

		A DOCSIS extended header that contains a Downstream Service ID (DSID).



		Downstream Service Group

		The complete set of Downstream Channels (DCs) from a single CMTS that could potentially reach a single Cable Modem. A DS-SG corresponds to a broadband forward carrier path signal from one CMTS. In an HFC deployment, a DS-SG corresponds to the downstream fiber transmission from one CMTS to one or more Fiber Nodes.



		Downstream Service Identifier

		A 20-bit value in a DOCSIS extended header that identifies a stream of packets distributed to the same cable modem or group of cable modems. The DSID value is unique within a MAC Domain. For sequenced packets, the DSID identifies the resequencing context for downstream packet bonding in the CM.



		Dual Stack Management

		See Dual Stack Management Mode.



		Dual Stack Management Mode

		A mode of DOCSIS cable modem operation in which the modem is manageable simultaneously via both IPv4 and IPv6 addresses.



		Duplicate Address Detection

		Defined in the IETF. Reference [RFC 4862].



		Dynamic Host Configuration Protocol

		An Internet protocol used for assigning network-layer (IP) addresses.



		Dynamic Range

		The ratio between the greatest signal power that can be transmitted over a multichannel analog transmission system without exceeding distortion or other performance limits, and the least signal power that can be utilized without exceeding noise, error rate or other performance limits.



		Edge Quadrature Amplitude Modulator

		In the M-CMTS architecture, a network element that terminates DEPI sessions and implements the physical Downstream RF Channel for those sessions. The EQAM terminates Downstream M-CMTS Channels and forwards their DOCSIS MAC-Layer contents to Downstream RF Channels.



		Egress Interface

		A CPE interface through which the cable modem transmits traffic.



		End User

		A human being, organization, or telecommunications system that accesses the network in order to communicate via the services provided by the network.



		Energy Management Identifier (EM-ID)

		A 16-bit unsigned integer used to identify one or more CMs that may be addressed by a single Energy Management message directive. A CM may be assigned multiple EM-IDs: one for the modem itself, one or more for multicast groupings, and one for an all-CMs broadcast. A CM responds to the first matching EM-ID that it sees within a PLC frame.



		Epoch Time

		The time elapsed since 1 January 1970 00:00:00. This is usually expressed in seconds.



		Fiber Node

		In HFC, a point of interface between a fiber trunk and the coaxial distribution.



		Flooding

		An operation of an L2 Bridge in which it replicates an L2PDU addressed to a group MAC or unlearned individual MAC address to all Bridge Ports other than the L2PDU's ingress port.



		Floor

		A mathematical function that returns the highest-valued integer that is less than or equal to a given value.



		Forward Error Correction

		FEC enables the receiver to detect and fix errors to packets without the need for the transmitter to retransmit packets.



		Frame

		See MAC frame, S-CDMA frame, and MPEG frame.



		Full Duplex Allocated Spectrum

		The portion of the Full Duplex Band that the access network allocates for FDX operation, whether that spectrum is currently  in use or not by the FDX Node receiver or any Full Duplex cable modems. Five values are defined for FDX Active Spectrum: 93 MHz, 189 MHz, 285 MHz, 378 MHz, and 570 MHz.



		Full Duplex Band

		Always 108-684 MHz. Contiguous range of RF spectrum defined in [DOCSIS PHYv3.1] configured for Full Duplex operation. Any given access network may operate only a strict subset of the Full Duplex Band in full duplex operation.



		Full Duplex Cable Modem

		A cable modem compliant to the Full Duplex specific requirements of the DOCSIS 3.1 specifications. A Full Duplex Cable Modem can access the Full Duplex Channel when it is used in the upstream direction or when it is used in the downstream direction.



		Full Duplex Channel

		A downstream OFDM channel or upstream OFDMA channel within the Full Duplex Band configured for Full Duplex operation.



		Full Duplex DOCSIS

		An extension of the DOCSIS 3.1 specification that is targeted at significantly increasing upstream capacity by using the spectrum currently used for downstream transmission for simultaneous upstream and downstream communications via full duplex communications.



		Full Duplex Downstream Channel

		A DOCSIS 3.1 OFDM Channel in the Occupied Full Duplex Band. A Full Duplex Downstream Channel’s bandwidth can be 96 MHz or 192 MHz, as specified in [DOCSIS PHYv3.1].



		Full Duplex Dynamic Range Window

		The Dynamic Range Window for upstream channels in the FDX Band, for Full Duplex cable modems operating in the FDX mode.
 



		Full Duplex Node

		An optical node compliant to the Full Duplex specific requirements of the DOCSIS 3.1 specifications. A Full Duplex Node can access any Full Duplex Channel when it is used in the upstream direction or when it is used in the downstream direction.



		Full Duplex Limited Cable Modem

		A cable modem compliant to all of the requirements in the DOCSIS 3.1 specification, including only those Full Duplex requirements which support transmit-only on a specified Full Duplex Sub-band and/or receive-only on different specified Full Duplex Sub-bands.



		Full Duplex Lower Band Edge

		The lower edge of the Full Duplex Band, as specified in [DOCSIS PHYv3.1]. 108MHz.



		Full Duplex Sub-band

		A portion of the electromagnetic spectrum within the Occupied Full Duplex Band that contains only Full Duplex Channels. An FDX Duplex Sub-band always contains a single Full Duplex Downstream Channel. An FDX Duplex Sub-band always contains either one or two Full Duplex Upstream channels.



		Full Duplex Transmit Channel Set

		The set of Full Duplex Channels that an FDX Cable Modem is configured to use for upstream transmission. The Full Duplex Transmit Channel Set does not apply to DOCSIS 3.1 or FDX-L cable modems. See also Transmit Channel Set. A cable modem upstream service flow may be associated with some or all of the channels in the Full Duplex Transmit Channel Set.



		Full Duplex Upper Band Edge

		The upper edge of the Full Duplex Band, as specified in [DOCSIS PHYv3.1]. 684MHz.



		Full Duplex Upstream Channel

		A DOCSIS 3.1 OFDMA Channel in the Occupied Full Duplex Band. A Full Duplex Upstream Channel’s bandwidth is 96 MHz, as specified in [DOCSIS PHYv3.1].



		Group Delay

		The difference in transmission time between the highest and lowest of several frequencies through a device, circuit or system.



		Group Service Flow

		Group Service Flow, a downstream Service Flow for packets forwarded to hosts reached through a group of Cable Modems. A GSF may be either a Bonded GSF (B-GSF) or a Non-Bonded GSF (NB-GSF).



		Guard Time

		The term guard time, measured in modulation symbols, is similar to the guard band, except that it is measured from the end of the last symbol of one burst to the beginning of the first symbol of the preamble of an immediately following burst. Thus, the guard time is equal to the guard band – 1.



		HD-timestamp (HD-TS)

		64-bit timestamp as defined for use in an ODFM downstream channel; Consists of high-order epoch bits that provide the time that has passed since a point in time (yet to be determined), an embedded legacy timestamp, and extra bits for added precision



		Head-end

		The central location on the cable network that is responsible for injecting broadcast video and other signals in the downstream direction.



		Header

		Protocol control information located at the beginning of a protocol data unit.



		Hertz

		A unit of frequency equivalent to one cycle per second. See also kilohertz (kHz) and megahertz (MHz).



		Hybrid Fiber/Coaxial System

		A broadband bidirectional shared-media transmission system using fiber trunks between the head-end and the fiber nodes, and coaxial distribution from the fiber nodes to the customer locations.



		Identity Association for Prefix Delegation

		A collection of prefixes assigned to the requesting router in DHCPv6 [RFC 3633].



		Individual MAC Address

		An IEEE 6-byte MAC address with the first transmitted bit (the group bit) set to 0, indicating that the address refers to a single MAC host. For the Ethernet MAC addresses of DOCSIS, the group bit is the least significant bit of the first byte of the MAC address.



		Individual Service Flow

		Downstream Service Flow for packets forwarded to hosts reached through an individual Cable Modem. An ISF may be either a Bonded ISF (B-ISF), or a Non-Bonded ISF (NB-ISF).



		Information Element

		The fields that make up a MAP and define individual grants, deferred grants, etc.



		Institute of Electrical and Electronics Engineers

		A voluntary organization which, among other things, sponsors standards committees and is accredited by the American National Standards Institute.



		Integrated Cable Modem Termination System

		A CMTS wherein all components are integrated into a single chassis as opposed to a modular CMTS.



		Interference Group

		A group of cable modems with active channels in the Full Duplex Band that are susceptible to interfering with one another. The CMTS uses sounding to determine Interference Groups that are in turn mapped into Transmission Groups for Resource Block Assignment. An Interference Group is part of a Transmission Group that non-overlapping downstream and upstream channels are allocated to avoid the upstream-to-downstream interference among cable modems in the same Interference Group.



		Interior Gateway Protocol

		A routing protocol used to exchange routing information among routers within a single Autonomous System, like RIP, OSPF and IS-IS.



		International Electrotechnical Commission

		An international standards body.



		Internet Control Message Protocol

		An Internet network-layer protocol.



		Internet Engineering Task Force

		A body responsible, among other things, for developing standards used in the Internet.



		Internet Group Management Protocol

		A network-layer protocol for managing multicast groups on the Internet.



		Internet Protocol

		The computer network protocol (analogous to written and verbal languages) that all machines on the Internet must know so that they can communicate with one another. IP is a layer 3 (network layer) protocol in the OSI model. The vast majority of IP devices today support IP version 4 (IPv4) defined in RFC-791, although support for IP version 6 (IPv6, RFC-2460) is increasing.



		Interval Usage Code

		A field in MAPs and UCDs to link burst profiles to grants.



		IPv6 Router Advertisement

		ICMPv6 datagram transmitted by a router to advertise its presence along with various link and Internet parameters. Refer to [RFC 4861].



		Latency

		The time taken for a signal element to pass through a device.



		Layer

		A subdivision of the Open System Interconnection (OSI) architecture, constituted by subsystems of the same rank.



		Layer 2 Protocol Data Unit

		A sequence of bytes consisting of a destination MAC address, a source MAC address, optional Tag Headers, Ethertype/Length, L2 Payload, and CRC.



		Layer 2 Virtual Private Network

		A set of LANs and the L2 Forwarders between them that enable hosts attached to the LANs to communicate with L2PDUs. A single L2VPN forwarding L2PDUs based only on the Destination MAC address of the L2PDU, transparent to any IP or other Layer 3 address. A cable operator administration domain supports multiple L2VPNs, one for each subscriber enterprise to which Transparent LAN Service is offered.



		Learning

		An operation of a layer 2 Bridge by which it associates the Source MAC address of an incoming L2PDU with the bridge port from which it arrived.



		Link Layer

		See Data Link Layer.



		Load Balancing Group

		A full or partial subset of a MAC Domain Cable Modem Service Group (MD-CM-SG) to which a CM is administratively assigned. LBGs contain at least one upstream channel and at least one downstream channel.



		Local Area Network

		A non-public data network in which serial transmission is used for direct data communication among data stations located on the user's premises.



		Local Log

		A volatile or nonvolatile log stored within a network element.



		Logical (Upstream) Channel

		A MAC entity identified by a unique channel ID and for which bandwidth is allocated by an associated MAP message. A physical upstream channel may support multiple logical upstream channels. The associated UCD and MAP messages completely describe the logical channel.



		Logical CPE Interface

		Logical interface between the embedded cable modem and an eSAFE.



		Logical Link Control

		A sub-layer of the second layer (Data Link Layer) in the Open Systems Interconnection seven-layer model for communications protocols standardized by the International Organization for Standardization (ISO), that is responsible for multiplexing transmitted messages, demultiplexing received messages, and providing message flow control.



		MAC Domain

		A subcomponent of the CMTS that provides data forwarding services to a set of downstream and upstream channels.



		MAC Domain Cable Modem Service Group

		The subset of a CM-SG which is confined to the DCs and UCs of a single MAC domain. An MD-CM-SG differs from a CM-SG only if multiple MAC domains are assigned to the same CM-SGs.



		MAC Domain Downstream Service Group

		The subset of a Downstream Service Group (DS-SG) which is confined to the Downstream Channels of a single MAC domain. An MD-DS-SG differs from a DS-SG only when multiple MAC domains are configured per DS-SG.



		MAC Domain Interface

		The interface of a MAC Domain to a CMTS Forwarder.



		MAC Domain Upstream Service Group

		The subset of an Upstream Service Group (US-SG) which is confined to the Upstream Channels of a single MAC Domain. An MD-US-SG differs from a US-SG only when multiple MAC domains are defined per US-SG.



		MAC Frame

		MAC header plus optional protocol data unit.



		MAP

		See Bandwidth Allocation Map.



		MDF-capable CM

		A CM that reports an MDF capability of 1 or 2 in the Modem Capabilities encoding.



		MDF-disabled

		An MDF-capable CM is said to be MDF-disabled when the CMTS sets the value of 0 for the MDF capability in the Modem Capabilities encoding of the REG-RSP(-MP).



		MDF-enabled

		A CM is said to be MDF-enabled when the CMTS returns the value of 1 or 2 for the MDF capability in the Modem Capabilities encoding of the REG-RSP(-MP).



		MDF-incapable CM

		A CM that reports an MDF capability of 0 or does not report an MDF capability in the Modem Capabilities encoding.



		Measurer CM

		A term used in IG discovery referring to an FDX-Capable CM that measures and reports the RxMER in an FDX sub-band to allow the CMTS to detect the co-channel interference caused by one or multiple Test CMs transmitting sounding test signals in the same FDX sub-band.



		Media Access Control

		The part of the data link layer that supports topology-dependent functions and uses the services of the Physical Layer to provide services to the logical link control (LLC) sublayer.



		Media Access Control Address

		The hardware address of a device connected to a shared medium.



		Media Access Control Frame

		MAC header plus optional PDU.



		Media Access Control sublayer

		A sub-layer of the second layer (Data Link Layer) in the Open Systems Interconnection sublayer seven-layer model for communications protocols standardized by the International Organization for Standardization (ISO), that is responsible for determining which transmitter is allowed access to the communication medium and uses the services of the Physical Layer to provide services to the Logical Link Control (LLC) sublayer.



		Megahertz

		One million cycles per second.



		Micro-reflections

		Echoes in the forward transmission path due to impedance mismatches between the physical plant components. Micro-reflections are distinguished from discrete echoes by having a time difference (between the main signal and the echo) on the order of 1 microsecond. Micro-reflections cause departures from ideal amplitude and phase characteristics for the transmission channel.



		Microsecond (µs)

		One millionth of a second.



		Millisecond (ms)

		One thousandth of a second.



		Minislot

		A "minislot" is an integer multiple of 6.25-microsecond increments.



		Modular Cable Modem Termination System

		A CMTS composed of discrete functional blocks linked together using Gigabit Ethernet links.



		Modulation Rate

		The signaling rate of the upstream modulator (1280 to 5120 kHz). In S-CDMA, the chip rate. In TDMA, the channel symbol rate.



		Moving Picture Experts Group

		A voluntary body which develops standards for digital compressed moving pictures and associated audio.



		Multicast Client

		An entity with a unique MAC address that receives multicast packets.



		Multicast Downstream Service Identifier Forwarding Capable Cable Modem

		A cable modem that reports a nonzero value for the Multicast DSID Forwarding capability in the REG-REQ message.



		Multiple Outstanding Requests

		The ability of the cable modem to make additional bandwidth request for new packets for a service flow while one or more previous requests for older packets remain unfulfilled.



		Multiple System Operator

		A corporate entity that owns and/or operates more than one cable system.



		Multiple Transmit Channel Mode

		Upstream operation of the cable modem and cable modem termination system MAC layer using continuous concatenation and fragmentation to segment traffic and queue-depth based requesting.



		Nanosecond (ns)

		One billionth of a second.



		National Cable Telecommunications Association

		A voluntary association of cable television operators which, among other things, provides guidance on measurements and objectives for cable television systems in the USA.



		Network Layer

		Layer 3 in the Open Systems Interconnection (OSI) architecture; the layer that provides services to establish a path between open systems.



		Network Management

		The functions related to the management of data link layer and physical layer resources and their stations across the data network supported by the hybrid fiber/coax system.



		Non-bonded Service Flow

		A Service Flow assigned to a single channel, rather than a Bonding Group.



		Non-primary Downstream Channel

		A Downstream Channel received by a cable modem which is not its Primary Downstream Channel.



		Notification

		Information emitted by a managed object relating to an event that has occurred within the managed object.



		Open Systems Interconnection

		A framework of ISO standards for communication between different systems made by different vendors, in which the communications process is organized into seven different categories that are placed in a layered sequence based on their relationship to the user. Each layer uses the layer immediately below it and provides a service to the layer above. Layers 7 through 4 deal with end-to-end communication between the message source and destination, and layers 3 through 1 deal with network functions.



		Packet Identifier

		A unique integer value used to identify elementary streams of a program in a single or multi-program MPEG-2 stream.



		Partial Service

		A modem is in a partial service mode of operation any time it is operating with a subset of the channels in the RCS and/or TCS because a channel has become unusable, either due to an inability to acquire a channel or because communication on a channel was lost during normal operation.



		Payload Header Suppression

		Transmitting or forwarding the data payload of a DOCSIS MAC frame without including header fields of the various protocol layers above the DOCSIS MAC layer. Suppression of header fields is selectable in DOCSIS.



		Physical Layer

		Layer 1 in the Open System Interconnection (OSI) architecture; the layer that provides services to transmit bits or groups of bits over a transmission link between open systems and which entails electrical, mechanical and handshaking procedures.



		Physical Media Dependent Sublayer

		A sublayer of the Physical Layer which is concerned with transmitting bits or groups of bits over particular types of transmission link between open systems and which entails electrical, mechanical and handshaking procedures.



		Pre-3.0 DOCSIS

		Versions of CableLabs Data-Over-Cable-Service-Interface-Specifications (DOCSIS) specifications prior to the DOCSIS 3.0 suite of specifications.



		Primary Channel

		See Primary Downstream Channel.



		Primary Downstream Channel

		Prior to Registration, a Primary-Capable Downstream Channel on which the CM has achieved timing lock and successfully received an MDD message containing ambiguity resolution TLVs. After Registration, the channel on which the CM acquires timing from the assigned list of Primary Downstream Channels in the Simplified RCC Encodings.



		Primary Service Flow

		The default service flow that carries packets that do not match any Classifier. Unless signaled otherwise the primary service flows are Tthe first service flow, in each direction, defined in the CM configuration file.  



		Primary-Capable Downstream Channel

		A Downstream Channel which carries timestamp information (SYNC messages for SC-QAM or Timestamp Message Block and explicit primary-capability indicator for OFDM), MDD messages containing ambiguity resolution TLVs, as well as UCD and MAP messages for at least one upstream channel in each of the MD-CM-SGs that the downstream channel reaches.



		Protocol

		A set of rules and formats that determines the communication behavior of layer entities in the performance of the layer functions.



		QAM channel

		Analog RF channel that uses quadrature amplitude modulation (QAM) to convey information.



		Quadrature Amplitude Modulation (QAM)

		A method of modulating digital signals onto a radio-frequency carrier signal involving both amplitude and phase coding.



		Quadrature Phase Shift Keying

		A method of modulating digital signals onto a radio-frequency carrier signal using four phase states to code two digital bits.



		Quality of Service Parameter Set

		The set of Service Flow Encodings that describe the Quality of Service attributes of a Service Flow or a Service Class.



		Queue-depth Based Request

		Request in multiples of bytes based on the CM's queue depth and QoS parameters for a specific service flow. This request does not include any estimation of physical layer overhead.



		Radio Frequency

		In cable television systems, this refers to electromagnetic signals in the range 5 to 1000 MHz.



		Radio Frequency Channel

		The frequency spectrum occupied by a signal. Usually specified by center frequency and bandwidth parameters.



		Radio Frequency Interface

		Term encompassing the downstream and the upstream radio frequency interfaces.



		Ranging SID

		The SID used for ranging on a specific channel.



		Receive Channel Configuration

		The CMTS send the RCC encoding in the REG-RSP message. The RCC contains TLVs to initially configure a CM's Receive Channels (RCs) and Receive Modules (RMs).



		Receive Channel Profile

		The RCP describes a logical representation of the DOCSIS 3.0 CM's downstream physical layer in terms of Receive Channels (RCs) and Receive Modules (RMs). A Cable Modem reports its ability to receive multiple channels with one or more RCP Encodings in a REG-REQ-MP message.



		Receive Channel Set

		The set of downstream channels assigned to an individual CM is called its Receive Channel Set, and is explicitly configured by the CMTS using the RCC encodings.



		Receive Module

		A component in the CM physical layer implementation shared by multiple Receive Channels.



		Request for Comments

		A technical policy document of the IETF. These documents can be accessed on the World Wide Web at http://www.rfc-editor.org/.



		Resequencing Channel List

		This is a list of channels on which the CM receives packets labeled with that DSID.



		Resequencing Context

		A CM Resequencing Context, identified by a Resequencing DSID, is the set of Downstream Resequencing Channel List, Sequence Change Count, and DSID Resequencing Wait Time. Downstream packets containing a Resequencing DSID and a sequence number are delivered, resequenced and forwarded according to the attributes of the Resequencing Context.



		Resequencing Downstream Service Identifier

		A downstream service identifier for which the CMTS signals packet resequencing attributes.



		Resource Block

		The set of sub-bands of the Full Duplex Active Spectrum assigned to a Transmission Group of FDX-Capable cable modems. A Resource Block has fixed configured boundaries and the capability to be dynamically assigned by the CMTS to any of a set of upstream or downstream combinations to satisfy network traffic demand and the service provider’s business objectives. 



		Resource Block Assignment

		Assignment of a Resource Block to upstream or downstream operation.



		Routing CMTS

		A CMTS that makes traffic forwarding decisions between its Network System Interfaces and MAC Domain Interfaces based upon the Layer 3 (network) address of a packet.



		S-CDMA Frame

		A two dimensional representation of minislots, where the dimensions are codes and time. An S-CDMA frame is composed of p active codes in the code dimension and K spreading intervals in the time dimension. Within the S-CDMA frame, the number of minislots is determined by the number of codes per minislot I and p, the number of active codes in the S-CDMA frame. Each S-CDMA frame thus contains s minislots, where s=p/c, and each minislot contains c*K information (QAM) symbols.



		Security Association

		The set of security information shared by two devices in order to support secure communications between the devices across a network.



		Security Association Identifier

		A 14-bit handle used to identify a Security Association between a CM and a CMTS.



		Segment

		A contiguous burst of upstream data traffic (data IUCs) allocated using a single grant element in a MAP message.



		Segment Header OFF

		Mode of Upstream Operation where segment headers are not used for any segment. This mode is provisioned per upstream service flow and prohibits fragmenting a packet across segment boundaries.



		Segment Header ON

		Mode of Upstream Operation where segment headers are used for each segment. This mode is provisioned per upstream service flow.



		Selectable Active Codes

		A methodology to determine the set of active codes and its complement, the set of unused codes. In SAC mode 1, a consecutive set of codes starting with code 0 are unused. In SAC mode 2, the active codes are selectable via a 128-bit string.



		Service Class

		A set of queuing and scheduling attributes that is named and that is configured at the CMTS. A Service Class is identified by a Service Class Name. A Service Class has an associated QoS Parameter Set.



		Service Class Name

		An ASCII string by which a Service Class may be referenced in modem configuration files and protocol exchanges.



		Service Flow

		A MAC layer transport service which provides unidirectional transport of packets from the upper layer service entity to the RF and shapes, polices, and prioritizes traffic according to QoS traffic parameters defined for the Flow.



		Service Flow Identifier

		[bookmark: A32bits]An identifier assigned to a service flow by the CMTS. [32 bits].



		Service Group

		A SG is formally defined as the complete set of upstream and downstream channels that can provide service to a single subscriber device. This includes channels from different DOCSIS MAC Domains and even different CMTSs as well as video EQAMs.



		Service Identifier

		[bookmark: A14bits]A Service Flow Identifier assigned by the CMTS (in addition to a Service Flow Identifier) to an Active or Admitted Upstream Service Flow. [14 bits] (SID).



		SID Cluster

		A group of SIDs containing one and only one SID for each upstream channel within an upstream bonding group and treated the same from a request/grant perspective.



		SID Cluster Group

		The set of all SID Clusters associated with a specific service flow.



		Simple Network Management Protocol

		A network management protocol of the IETF.



		Spreader-Off S-CDMA Burst

		A transmission from a single CM in a spreader-off frame on an S-CDMA channel defined by the time in which the cable modem's transmitter turns on to the time it turns off. There will generally be several spreader off bursts in a spreader-off frame.



		Spreading Codes

		The set of 128 binary sequences of 128 bits each which may be used to carry information in the S-CDMA upstream. The spreading codes are orthogonal, meaning their cross-correlation is zero. Each code carries a single QAM symbol of information when the code's amplitude and phase are modulated.



		Spreading Interval

		Time to transmit a single complete S-CDMA spreading code, equal to the time to transmit 128 chips. Also, time to transmit a single information (QAM) symbol on an S-CDMA channel.



		Sublayer

		A subdivision of a layer in the Open System Interconnection (OSI) reference model.



		Subnetwork

		Subnetworks are physically formed by connecting adjacent nodes with transmission links.



		Subscriber

		See end user.



		Subsystem

		An element in a hierarchical division of an Open System that interacts directly with elements in the next higher division or the next lower division of that open system.



		SYNC message

		MAC Management Message used in SC-QAM channel timing.



		Synchronous-Code Division Multiple Access

		A multiple access physical layer technology in which different transmitters can share a channel simultaneously. The individual transmissions are kept distinct by assigning each transmission an orthogonal "code." Orthogonality is maintained by all transmitters being precisely synchronized with one another.



		syslog

		A protocol that provides the transport of event notification messages across IP networks.



		Tag Header

		A 16-bit Tag Protocol ID (0x8100) followed by a 16-bit Tag Control field. The Tag Control field consists of a 3-bit User Priority field, a 1-bit Canonical Format Indicator, and a 12-bit VLAN ID [IEEE 802.1D].



		Test CM

		A term used in IG discovery referring to an FDX-Capable CM that transmits the sounding test signal in an FDX sub-band to be measured by Measurer CMs to allow the CMTS to detect potential co-channel interference among CMs operating in the same FDX sub-band.



		Tick

		6.25-microsecond time intervals that are the reference for upstream minislot definition and upstream transmission times.



		Time Division Multiple Access

		A digital technology that enables a large number of users to access, in sequence, a single radio frequency channel without interference by allocating unique time slots to each user within each channel.



		Timestamp (TS)

		32-bit DOCSIS timestamp; used in many places and carried in a SYNC message. The units are (1 / 10.24 MHz) = 97.65625 ns



		Timing Reference

		A hardware-based timing mechanism; usually employing a phase-locked loop; that provides timing for a device.



		Timing Synchronization

		A state that has been achieved when two devices have coordinated their timing references; may be achieved by periodic exchange of timing synchronization messages.



		Timing Synchronization Message

		A term used to describe either the SYNC message or the DOCSIS Extended Timestamp message in contexts where either term may be applicable.



		Traffic Segmentation

		Dividing upstream traffic into one or more segments on one or more upstream channels.



		Transmission Control Protocol

		A transport-layer Internet protocol which ensures successful end-to-end delivery of data packets without error.



		Transmission Group

		A logical grouping of cable modems using the Full Duplex Band, formed by the CMTS for the purpose of preventing transmissions from a cable modem from interfering with cable modems receiving in a downstream channel at the same time.



		Transmit Channel Configuration

		TLV settings in Registration and DBC MAC Management Messages that define operations such as addition, deletion, change, replacement, or re-ranging of one or more upstream channels in the Transmit Channel Set of a cable modem.



		Transmit Channel Set

		The set of upstream channels that a cable modem is configured to use for upstream transmission.

For a DOCSIS 3.1 CM or FDX-L CM, this is the set of non-Full Duplex and Full Duplex channels that is assigned to use for upstream transmission (within the spectrum 5 to 204 MHz). 
For an FDX cable modem, this is the set of non-Full Duplex channels that is assigned to use for upstream transmission (within the 5 to 85 MHz spectrum).
Each upstream service flow of the cable modem may be associated with some or all of the channels in the Transmit Channel Set (TCS). The TCS of a cable modem is conveyed from a CMTS to a cable modem through the Transmit Channel Configuration (TCC) field in the Registration Response message.



		Trap

		An unconfirmed SNMP message for asynchronous notification of events from an SNMP entity.



		Trivial File Transfer Protocol

		An Internet protocol for transferring files without the requirement for user names and passwords that is typically used for automatic downloads of data and software.



		Type/Length/Value

		An encoding of three fields, in which the first field indicates the type of element, the second the length of the element, and the third field the value of the element.



		Upstream

		The direction from the subscriber location toward the head-end.



		Upstream Bonded Service Flow

		An upstream Service Flow assigned to an Upstream Bonding Group.



		Upstream Bonding Group

		A subcomponent object of a MAC Domain that collects and resequences/reassembles Upstream Segments from a UBSF from an administered set of UCs.



		Upstream Channel

		Physical layer characteristics and MAC layer parameters and functions associated to a DOCSIS reverse channel.



		Upstream Channel Bonding

		The ability of the cable modem and cable modem termination system to support allocating traffic for a single Service Flow across two or more upstream channels.



		Upstream Channel Descriptor

		The MAC Management Message used to communicate the characteristics of the upstream physical layer to the cable modems.



		Upstream Channel Identifier

		An 8-bit identifier that distinguishes an Upstream Channel within a MAC Domain.



		Upstream Drop Classifier

		A set of matching criteria that the CM applies to each packet in order to determine whether to filter (drop) upstream traffic.



		Upstream Interface

		A term that refers to either an Upstream Channel or Upstream Bonding Group.



		Upstream Physical Channel

		A set of Upstream Channels received at the same Upstream RF Interface Port with overlapping frequency. Assigned ifType docsCableUpstream (129).



		Upstream RF Interface Port

		A physical RF connector that receives multiple Upstream Physical Channels at different upstream frequencies.



		Upstream Service Group

		The complete set of Upstream Channels (UCs) within a single CMTS potentially reachable by the transmission of a single Cable Modem. In an HFC deployment, a US-SG corresponds to the physical combining of the upstream reverse carrier path signal from one or more Fiber Nodes reaching a single CMTS.



		Virtual Local Area Network

		A subset of the LANs of an IEEE 802.1 Bridged Network to which a VLAN Identifier (VLAN ID) is assigned. An L2VPN may consist of several VLANs, each with different VLAN IDs, and even of VLANs on different IEEE 802.1 Bridged Networks with the same VLAN ID.





[bookmark: SP_MULPIv3_1-SET-5_0_0][bookmark: API_ID224693][bookmark: _Toc531185531]Abbreviations and Acronyms

This specification uses the following terms:

		ANSI

		American National Standards Institute



		APM

		Alternate Provisioning Mode



		AQM

		Active Queue Management



		AQP

		ASF QoS Profile



		ARP

		Address Resolution Protocol



		ASCII

		American Standard Code for Information Interchange



		ASF

		Aggregate Service Flow



		ASM

		Any Source Multicast



		ASN.1

		Abstract Syntax Notation 1



		A-TDMA

		Advanced Time Division Multiple Access



		ATM

		Asynchronous Transfer Mode



		BC

		Boundary Clock



		BGP

		Border Gateway Protocol



		BPI

		Baseline Privacy Interface



		BPI+

		Baseline Privacy Interface Plus



		BPKM

		Baseline Privacy Key Management



		CableLabs

		Cable Television Laboratories, Inc.



		CBR

		Constant Bit Rate



		CCF

		Continuous Concatenation and Fragmentation



		CCITT

		International Telegraph and Telephone Consultative Committee (see also ITU-T)



		CIN

		Converged Interconnect Network



		CM

		Cable Modem



		CMCI

		Cable Modem to Customer Premises Equipment Interface



		CMIM

		Cable Modem Interface Mask



		CM-SG

		Cable Modem Service Group



		CMTS

		Cable Modem Termination System



		CPE

		Customer Premises Equipment



		CRC

		Cyclic Redundancy Check



		CVC

		Code Verification Certificate



		CW

		Continuous Wave



		CWT

		CW Tone



		DA

		Destination Address



		DAD

		Duplicate Address Detection



		dB

		Decibel



		DBC

		Dynamic Bonding Change



		DBG

		Downstream Bonding Group



		DC

		Downstream Channel



		DCC

		Dynamic Channel Change



		DCI

		Device Class Identifier



		DCID

		Downstream Channel Identifier



		DCS

		Downstream Channel Set



		DEPI

		Downstream External-PHY Interface



		DER

		Distinguished Encoding Rules



		DES

		Data Encryption Standard



		DHCP

		Dynamic Host Configuration Protocol



		DHCPv4

		IPv4 version of the Dynamic Host Configuration Protocol



		DHCPv6

		IPv6 version of the Dynamic Host Configuration Protocol



		DIX

		Digital Intel Xerox



		DLS

		DOCSIS Light Sleep



		DMAC

		Destination Media Access Control address



		DMPI

		DOCSIS MAC-PHY Interface



		DOCSIS

		Data-Over-Cable Service Interface Specifications



		DPD

		Downstream Profile Descriptor



		DPM

		Dual-stack Provisioning Mode



		DPV

		DOCSIS Path Verify



		DRFI

		Downstream Radio Frequency Interface



		DS

		Downstream



		DSCP

		Differentiated Services Code Point



		DS-EH/DS EHDR

		Downstream Service Extended Header



		DSG

		DOCSIS Set-top Gateway



		DSID

		Downstream Service Identifier



		DS-SG

		Downstream Service Group



		DTI

		DOCSIS Time Interface



		DTP

		DOCSIS Time Protocol



		DUID

		DHCP Unique Identifier



		DUT

		Downstream Unencrypted Traffic



		E-PHY

		External PHY



		EAE

		Early Authentication and Encryption



		EC

		Echo Cancellation



		eCM

		Embedded Cable Modem



		ECT

		Echo Cancellation Training



		EEE

		Energy Efficient Ethernet



		EH

		Extended Header



		EHDR

		Extended MAC Header



		EM

		Energy Management



		EM-ID

		Energy Management Identifier



		EMM

		Energy Management Message



		EM MB

		Energy Management Message Block



		eMTA

		Embedded Multimedia Terminal Adapter



		ePS

		Embedded Portal Services



		EQAM

		Edge QAM



		ERMI

		Edge Resource Manager Interface



		eRouter

		Embedded Router



		eSAFE

		Embedded Service/Application Functional Entity



		EUI-64

		64-bit Extended Unique Identifier



		FC

		Frame Control



		FCRC

		Fragment Cyclic Redundancy Check



		FDX

		Full Duplex or Full Duplex DOCSIS



		FDX-L

		Full Duplex Limited



		FEC

		Forward Error Correction



		FHCS

		Fragment Header Checksum



		FIPS

		Federal Information Processing Standard



		FN

		Fiber Node



		FTP

		File Transfer Protocol



		GARP

		Generic Attribute Registration Protocol



		GCR

		Group Classifier Rule



		GMAC

		Group Media Access Control



		GQC

		Group QoS Configuration



		GSF

		Group Service Flow



		HCS

		Header Check Sequence



		HFC

		Hybrid Fiber-Coaxial



		HMAC

		Keyed-Hash Message Authentication Code



		HQoS

		Hierarchical QoS



		IA_PD

		Identity Association for Prefix Delegation



		IATC

		Interface Aggregate Traffic Class



		ICMP

		Internet Control Message Protocol



		ICMPv4

		IPv4 version of the Internet Control Message Protocol



		ICMPv6

		IPv6 version of the Internet Control Message Protocol



		I-CMTS

		Integrated Cable Modem Termination System



		IE

		Information Element



		IEC

		International Electrotechnical Commission



		IEEE

		Institute of Electrical and Electronics Engineers



		IETF

		Internet Engineering Task Force



		IG

		Interference Group



		IGMP

		Internet Group Management Protocol



		IGP

		Interior Gateway Protocol



		IP

		Internet Protocol



		IPDR

		Internet Protocol Detail Record



		IPv4

		Internet Protocol version 4



		IPv6

		Internet Protocol version 6



		IRT

		Initial Retransmission Time



		ISF

		Individual Service Flow



		ISO

		International Standards Organization



		ITU

		International Telecommunications Union



		ITU-T

		Telecommunication Standardization Sector of the International Telecommunication Union



		IUC

		Interval Usage Code



		kbps

		Kilobits per second



		L2

		Layer 2



		L2PDU

		Layer 2 Protocol Data Unit



		L2VPN

		Layer 2 Virtual Private Network



		LAN

		Local Area Network



		LBG

		Load Balancing Group



		LDCP

		Low Density Parity Check



		LLC

		Logical Link Control



		LLSFC

		Logical Link ControlLow Latency Service Flow



		LSB

		Least Significant Bit



		M/N

		Relationship of integer numbers M,N that represents the ratio of the downstream symbol clock rate to the DOCSIS master clock rate



		MAC

		Media Access Control



		Mbps

		Megabits per second



		M-CMTS

		Modular Cable Modem Termination System



		M-CVC

		Manufacturer's Code Verification Certificate



		MC MB

		Message Channel Message Block



		MD

		Media Access Control Domain



		MD-CM-SG

		Media Access Control Domain Cable Modem Service Group



		MD-DS-SG

		Media Access Control Domain Downstream Service Group



		MD-DS-SG-ID

		Media Access Control Domain Downstream Service Group Identifier



		MDD

		MAC Domain Descriptor



		MDF

		Multicast DSID Forwarding



		MD-US-SG

		Media Access Control Domain Upstream Service Group



		MD-US-SG-ID

		Media Access Control Domain Upstream Service Group Identifier



		MER

		Modulation Error Ratio



		MIB

		Management Information Base



		MIC

		Message Integrity Check



		MLD

		Multicast Listener Discovery



		MMM

		MAC Management Message



		MPEG

		Moving Picture Experts Group



		MRC

		Maximum Retransmission Count



		MRD

		Maximum Retransmission Duration



		MRT

		Maximum Retransmission Time



		MSAP

		Media Access Control Service Access Point



		MSB

		Most Significant Bit



		MSC

		Maximum Scheduled Codes



		MSM

		Maximum Scheduled Minislots



		MSO

		Multiple Systems Operator



		MTA

		Multimedia Terminal Adapter



		MTU

		Maximum Transmit Unit



		MULPI

		MAC and Upper Layer Protocols Interface



		NACO

		Network Access Control Object



		NCP

		Next Codeword Pointer



		ND

		Neighbor Discovery



		NDIS

		Network Driver Interface Specification



		NIC

		Network Interface Card



		NSI

		Network-Side Interface



		OC

		Ordinary Clock



		OCD

		OFDM Channel Descriptor



		OFDM

		Orthogonal Frequency Division Multiplexing



		OFDMA

		Orthogonal Frequency Division Multiplexing with Multiple Access



		OID

		Object Identifier



		ONU

		Optical Network Unit



		OSI

		Open Systems Interconnection



		OSSI

		Operations System Support Interface



		OUDP

		OFDMA Upstream Data Profile



		OUI

		Organizationally Unique Identifier



		PDU

		Protocol Data Unit



		PER

		Packet Error Rate



		PGS

		Proactive Grant Service



		PHS

		Payload Header Suppression



		PHY

		Physical Layer



		PID

		Packet Identifier



		PIM

		Protocol Independent Multicast



		PLC

		PHY Link Channel



		PMD

		Physical Media Dependent sublayer



		PNM

		Proactive Network Maintenance



		PoE

		Power over Ethernet



		ppm

		Parts per Million



		PUSI

		Payload Unit Start Indicator



		QAM

		Quadrature Amplitude Modulation



		QoS

		Quality of Service



		QPSK

		Quadrature Phase Shift Keying



		RA

		Router Advertisement



		RB

		Resource Block



		RBA

		Resource Block Assignment



		RCC

		Receive Channel Configuration



		RCID

		Receive Channel Identifier



		RCP

		Receive Channel Profile



		RCP-ID

		Receive Channel Profile Identifier



		RCS

		Receive Channel Set



		RF

		Radio Frequency



		RFC

		Request For Comments



		RFI

		Radio Frequency Interface



		RM

		Receive Module



		RS

		Router Solicitation



		RSA

		Rivest, Shamir, Adleman



		RSVP

		Resource Reservation Protocol



		RTP

		Real-time Transport Protocol



		SA

		Source Address



		SA

		Security Association



		SAC

		Selectable Active Codes



		SAID

		Security Association Identifier



		SAV

		Source Address Verification



		SC

		SID_Cluster



		SCN

		Service Class Name



		S-CDMA

		Synchronous Code Division Multiple Access



		SC-QAM

		Single-Carrier QAM



		SDL

		Specification and Description Language



		SF

		Service Flow



		SFID

		Service Flow Identifier



		SG

		Service Group



		SHA

		Secure Hash Algorithm



		SID

		Service Identifier



		SLAAC

		Stateless Address Autoconfiguration



		SM

		Station Maintenance



		SNAP

		Subnetwork Access Protocol



		SNMP

		Simple Network Management Protocol



		SPI

		Serial Peripheral Interface



		SSM

		Source Specific Multicast



		STB

		Set-top Box



		TCC

		Transmit Channel Configuration



		TCP

		Transmission Control Protocol



		TCS

		Transmit Channel Set



		TCS FDX

		Full Duplex Transmit Channel Set



		TDMA

		Time Division Multiple Access



		TEI

		TDM Emulation Interface



		TEK

		Traffic Encryption Key



		TFTP

		Trivial File Transfer Protocol



		TG

		Transmission Group



		TLV

		Type/Length/Value



		ToD

		Time of Day



		TOS

		Type of Service



		TR MB

		Trigger Message Block



		TRO

		True Ranging Offset



		TS MB

		Timestamp Message Block



		TWTT

		Two-Way Time Transfer



		UBG

		Upstream Bonding Group



		UCD

		Upstream Channel Descriptor



		UCID

		Upstream Channel Identifier



		UDC

		Upstream Drop Classifier



		UDP

		User Datagram Protocol



		UGS

		Unsolicited Grant Service



		UNI

		Unidirectional



		URFI

		Upstream RF Interface



		US

		Upstream



		US-SG

		Upstream Service Group



		UTC

		Coordinated Universal Time



		VLAN

		Virtual Local Area Network



		VoIP

		Voice over IP



		WRR

		Weighted Round Robin
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DOCSIS 3.1 introduces a number of features that build upon what was present in previous versions of DOCSIS, in particular a new generation wideband PHY based on Orthogonal Frequency Division Multiplexing (OFDM) and a new and improved Forward Error Correction (FEC) using Low Density Parity Check (LDPC). Later revisions of the DOCSIS 3.1 specification introduce Full Duplex operation. This specification includes the following key new features for the MAC and Upper Layer Protocols Interface.

Support for a new DOCSIS 3.1 PHY: Ability to find, configure, initialize, optimize and manage DOCSIS 3.1 PHY channels while maintaining backwards compatibility to DOCSIS 3.0 and older DOCSIS modems and CMTS. In general, DOCSIS 3.1 CM interoperates with DOCSIS 3.0 CMTS, while DOCSIS 3.1 CMTS is expected to support ≥ DOCSIS 1.1 CMs (there are exceptions).

On the downstream:

Variable bit loading and multi-profile DS support: In order to leverage this new PHY to its maximum benefit, DOCSIS 3.1 will allow different subcarriers to use different modulation orders. This is referred to as variable bit loading on the channel. A downstream profile will define the modulation order (i.e., bit loading) on each carrier. In order to account for varying downstream plant conditions across different devices, MULPI provides for defining multiple downstream profiles, where each profile can be tuned to account for specific plant conditions. By optimizing the downstream profiles, this will allow a downstream channel to be able to operate with lower SNR margin, potentially allowing a channel to operate at an overall higher throughput.

Downstream Convergence Layer: For OFDM downstream channels, DOCSIS 3.1 no longer uses MPEG-2 as the convergence layer between the MAC and the PHY as was the case in DOCSIS 3.0. In DOCSIS 3.1, the MAC frames are simply encoded in FEC codewords and transmitted by the PHY. DOCSIS 3.1 also introduces the concept of a PHY Link Channel (PLC), which is a signaling sub-channel with information to acquire and maintain lock on downstream OFDM signal. There is also the new concept of a Next Codeword Pointer (NCP), where the CMTS tells the modems which codewords to decode [DOCSIS PHYv3.1].

OFDM bonding on the downstream: DOCSIS bonding has provided a mechanism to allow DOCSIS systems to scale over time. DOCSIS 3.0 modems have grown from 4 channel devices to 24-32 QAM channels today. This critical DOCSIS feature will also allow wideband DOCSIS 3.1 PHY channels to be bonded together, providing a clear roadmap to a 10 Gbps system in the downstream.

OFDM + legacy bonding: DOCSIS channel bonding also supports a mix of new OFDM channels with older legacy SC-QAM channels. This is a critical component to the DOCSIS migration story. Initially, there will be large numbers of legacy SC-QAM channels available and relatively smaller amount of spectrum for OFDM channels. Over time, more spectrum can be devoted to OFDM as DOCSIS 3.1 penetrations increase. Then legacy SC-QAM can be ramped down as older DOCSIS modems are removed. Thus, bonding of OFDM and SC-QAM is critical to maximizing the operator's spectrum usage and avoiding the "spectrum tax".

On the upstream:

Variable bit loading and multi-profile US: For DOCSIS 3.1 OFDMA Channels, a minislot is no longer defined as a function of time ticks, but a set of symbols and subcarriers. Similar to the downstream, DOCSIS 3.1 allows different modulations across minislots while maintaining same modulation within the same minislot. It uses IUCs to allow different modems to transmit with different modulations in the upstream under CMTS control. DOCSIS 3.1 introduces a new US frame structure where multiple modems may transmit at the same time but on different frequencies.

Probing: The CMTS periodically commands the modems to send upstream probes to check the quality of the upstream OFDMA signal.

OFDMA bonding: In the Upstream, DOCSIS 3.1 has adopted the US channel bonding process from DOCSIS 3.0, which uses Segments with Continuous Concatenation and Fragmentation, or CCF. DOCSIS 3.1 supports bonding between OFDM channels, SC-QAM (DOCSIS 3.0) channels, and between each type of channel. This gives flexibility to the CMTS scheduler for optimizing the service to the different versions of CMs on a plant.

OFDMA + legacy bonding and time share: DOCSIS US channel bonding also supports a mix of new OFDMA channels with older legacy SC-QAM channels. DOCSIS 3.1 also allows simultaneous Time and Frequency Division Multiplexing, i.e., 

OFDMA and SC-QAM can simultaneously operate on separate frequencies

OFDMA and SC-QAM can also operate on the same frequencies, divided in time

This allows for the use of OFDM across entire spectrum, while maintaining backward compatibility.

[image: ]

[bookmark: _Toc513557412][bookmark: API_ID209214]Figure 4 - Example view of DS and US Channels, and DS Profiles

DOCSIS 3.1 introduces a range of new MAC features:

Energy Management: DOCSIS 3.1 defines wide OFDM channels in the both the upstream and downstream directions. As a result, modems will be using a much smaller number of channels when compared to DOCSIS 3.0 modems using single carrier QAM channels. As a result, a DOCSIS 3.1 modem would not realize as much power savings as a DOCSIS 3.0 modem if it utilized only the DOCSIS 1x1 energy management mode. Therefore, for DOCSIS 3.1, a new form of energy management is introduced for OFDM channels called DOCSIS Light Sleep (DLS) mode. DLS defines a reduced transmit and receive mode on a channel that uses less bandwidth and less power. Upstream ranging is maintained while in DLS mode.

HQoS: HQoS is essentially a CMTS only feature. Cable Modems will not be aware of HQoS, other than conveying HQoS information from CM configuration file into Registration Request without the need for interpretation of transported information. HQoS provides an optional, intermediate level in the scheduling hierarchy between Service Flows and channels/BGs, and introduce aggregate QoS treatment. HQoS provides either aggregating unicast Service Flows associated with a single CM, or aggregating Service Flows associated with multiple CMs but typically sharing some common property.

AQM: Active queue management (AQM) is a new feature in DOCSIS 3.1. AQM schemes attempt to maintain low queue occupancy (within Downstream and Upstream service flows) while supporting the ability to absorb a momentary traffic burst by communicating early to transport layers (typically by means of packet drops or Explicit Congestion Notification (ECN)) when they start to force higher queue occupancy. See [RFC 2309] as a reference for a description of AQM.

Enhanced Support for Timing Protocols: With the goal to provide precise frequency and time to external system that is connected to the network port of a DOCSIS CM, DOCSIS 3.1 introduces a new DOCSIS Time Protocol which allows the CM to synchronize accurately to the timing and frequency system on the CMTS, and then the CM can act as a source for devices behind it. Along with the tighter timing requirements, the DOCSIS timestamp resolution also increases from 32 bits to 64 bits in DOCSIS 3.1.

Support for a Full Duplex DOCSIS 3.1: Full Duplex DOCSIS 3.1 is an update and extension to DOCSIS 3.1 specifications that builds on the core DOCSIS 3.1 technology. This additional set of features significantly increases upstream capacity and allows for the same spectrum to be used as downstream or upstream. FDX CMTS will simultaneously receive and transmit in the same FDX spectrum, while FDX CMs can only receive or transmit at a time in the same FDX spectrum.

Support for Low Latency Services: This additional set of features, comprised of proactive scheduling, dual-queue-coupled-AQM and Queue Protection, significantly decreases the latency experienced by packets within a Downstream or Upstream Service Flow, as they traverse the DOCSIS access link. 



Removal of legacy features: DOCSIS 3.1 removes many legacy features which are no longer relevant in a DOCSIS Access Network. These include Payload Header Suppression (PHS), use of the legacy request mechanism, use of many US Extended Headers, and the use of many messages such as UCI, UCC, TST-REQ, and also deprecates the use of the DCC message, except for the use with Initialization Technique 0 (Re-Init-MAC). The support for S-CDMA operation has been made optional for the CMTS and the CM.

DOCSIS 3.0 introduced a number of features which still apply to DOCSIS 3.1 devices.

Downstream Channel Bonding with Multiple Receive Channels: DOCSIS 3.0 introduces the concept of a CM that receives simultaneously on multiple receive channels. Downstream Channel Bonding refers to the ability (at the MAC layer) to schedule packets for a single service flow across those multiple channels. Downstream Channel Bonding offers significant increases in the peak downstream data rate that can be provided to a single CM.

Upstream Channel Bonding with Multiple Transmit Channels: DOCSIS 3.0 introduced the concept of a CM that transmits simultaneously on multiple transmit channels. Upstream Channel Bonding refers to the ability to schedule the traffic for a single upstream service flow across those multiple channels. Upstream Channel Bonding offers significant increases in the peak upstream data rate that can be provided to a single CM. DOCSIS 3.0 also introduces other enhancements in the upstream request-grant process that improve the efficiency of the upstream link.

IPv6: DOCSIS 3.0 introduced built-in support for the Internet Protocol version 6. DOCSIS 3.0 CMs can be provisioned with an IPv4 management address, an IPv6 management address, or both. Further, DOCSIS 3.0 CMs can provide transparent IPv6 connectivity to devices behind the cable modem (CPEs), with full support for Quality of Service and filtering.

Source-Specific Multicast: DOCSIS 3.0 supported delivery of Source-Specific IP Multicast streams to CPEs. Rather than extend the IP multicast protocol awareness of cable modems to support enhanced multicast control protocols, DOCSIS 3.0 took a different approach. All awareness of IP multicast is moved to the CMTS, and a new DOCSIS-specific layer 2 multicast control protocol between the CM and CMTS is defined which works in harmony with downstream channel bonding and allows efficient and extensible support for future multicast applications.

Multicast QoS: DOCSIS 3.0 defined a standard mechanism for configuring the Quality of Service for IP multicast sessions. It introduces the concept of a "Group Service Flow" for multicast traffic that references a Service Class Name that defines the QoS parameters for the service flow.
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[bookmark: API_ID209218][bookmark: _Toc531185535]CMTS and CM Models

[bookmark: API_ID209241][bookmark: _Toc531185536]Downstream Convergence Layer

[bookmark: API_ID209251][bookmark: _Toc531185537]OFDMA Upstream

[bookmark: API_ID209253][bookmark: _Toc531185538]QoS

This section provides an overview of the QoS protocol mechanisms and their part in providing end-to-end QoS.

Some of the Quality of Service related features described in this specification include:

Packet Classification and Flow Identification

Service Flow QoS Scheduling with a set of QoS Parameters, including: 

Traffic Priority

Token Bucket Rate Shaping/Limiting

Reserved (Guaranteed) Data Rate

Latency and Jitter Guarantees

Both Static and Dynamic QoS Establishment

Two-Phase Activation Model for Dynamic QoS

The majority of the QoS features in this specification were originally defined in [DOCSIS RFIv1.1]. This version of DOCSIS introduces a new feature to control prioritized data forwarding through the CM. This version of DOCSIS also defines a mechanism to configure QoS for downstream multicast traffic.

The various DOCSIS protocol mechanisms described in this document can be used to support Quality of Service (QoS) for both upstream and downstream traffic through the CM and the CMTS.

The principal mechanism for providing QoS is to classify packets traversing the DOCSIS RF interface into a Service Flow and then to schedule those Service Flows according to a set of QoS parameters. A Service Flow is a unidirectional flow of packets that is provided a particular Quality of Service.

The requirements for Quality of Service include:

A configuration and registration function for pre-configuring per-CM QoS Service Flows and traffic parameters.

A signaling function for dynamically establishing QoS-enabled Service Flows and traffic parameters.

CMTS MAC scheduling of downstream and upstream Service Flows based on QoS parameters for the Service Flow.

CM and CMTS traffic-shaping, traffic-policing, and traffic-prioritization based on QoS parameters for the Service Flow.

Classification of packets arriving from the upper layer service interface to a specific active Service Flow.

Grouping of Service Flow properties into named Service Classes, so upper layer entities and external applications (at both the CM and CMTS) can request Service Flows with desired QoS parameters in a globally consistent way.

Assignment of Service Flows to particular upstream or downstream channels that reach the CM based on elements of the QoS parameter set for the Service Flow.

The primary purpose of the Quality of Service features defined here is to define transmission ordering and scheduling on the Radio Frequency Interface. However, these features often need to work in conjunction with mechanisms beyond the RF interface in order to provide end-to-end QoS or to police the behavior of cable modems. Specifically, the following behaviors are required in DOCSIS 3.0:

In the upstream and downstream direction the CMTS can be configured to overwrite the DiffServ Field setting.

The queuing of downstream PDU packets may be prioritized at the CMCI output of the CM by the Traffic Priority.

Additional behaviors are permitted, for example:

The queuing of packets at the CMTS in the upstream and downstream directions may be based on the DiffServ Field.

Downstream packets can be reclassified by the CM to provide enhanced service onto the subscriber-side network.

Service Flows exist in both the upstream and downstream direction, and may exist without actually being activated to carry traffic. Service Flows have a 32-bit Service Flow Identifier (SFID) assigned by the CMTS. All Service Flows have an SFID; active and admitted upstream Service Flows are also assigned a 14-bit Service Identifier (SID) or one or more SID Clusters (which comprise a SID Cluster Group).

At least two Service Flows must be defined in each Configuration file: one for upstream and one for downstream service. The first upstream Service Flow describes the Primary Upstream Service Flow, and is the default Service Flow used for otherwise unclassified traffic, including both MAC Management Messages and Data PDUs. Similarly, the first downstream Service Flow describes the Primary Downstream Service Flow, which is the default Service Flow in the downstream direction. Additional Service Flows can be defined in the Configuration file to provide additional QoS services.

Incoming packets are matched to a Classifier that determines to which QoS Service Flow the packet is forwarded. The Classifier can examine the LLC header of the packet, the IP/TCP/UDP header of the packet or some combination of the two. If the packet matches one of the Classifiers, it is forwarded to the Service Flow indicated by the SFID attribute of the Classifier. If the packet is not matched to a Classifier, it is forwarded on the Primary Service Flow.

[bookmark: API_ID209255]Individual and Group Service Flows

Downstream Service Flows may be distinguished by whether they provide service to an individual CM or a group of CMs:

Individual Service Flows are defined as Service Flows created by the Registration process of a single CM or a Dynamic Service Addition process to a single CM.

Group Service Flows are created by the CMTS and may or may not be communicated to the CM.

A CMTS classifies packets offered for forwarding by an individual CM to an Individual Service Flow.

Individual Service Flows (and their classifiers) apply to only packets forwarded by the CMTS to hosts (embedded or non-embedded) reachable through a single CM. Individual Service Flow traffic is usually addressed to a unicast Destination MAC Address learned by the CMTS as reachable through that CM. Note, however, that with Layer 2 Virtual Private Network service [DOCSIS L2VPN], traffic with a non-unicast Destination MAC Address will also be forwarded through a single CM by requiring such traffic to be encrypted in the BPI Primary SAID of the CM.

Group Service Flows are intended primarily for traffic with a non-unicast Destination MAC Address, such as ARP broadcasts and downstream IP multicasts. A CMTS could send a downstream packet with a unicast Destination MAC Address on a Group Service Flow. One example is when the CMTS does not know to which CM the single Destination MAC Address is attached.

[bookmark: API_ID209257]Hierarchical QoS

HQoS provides an optional, intermediate level in the scheduling hierarchy between Service Flows and channels/BGs, and introduces aggregate QoS treatment. HQoS provides either aggregating unicast Service Flows associated with a single CM, or aggregating Service Flows associated with multiple CMs but typically sharing some common property. HQoS is essentially a CMTS only feature. Cable Modems will not be aware of HQoS, other than conveying HQoS information from CM configuration file into Registration Request without the need for interpretation of transported information.

[bookmark: API_ID209259]Active Queue Management (AQM) & Low Latency Services

DOCSIS 3.1 provides Active Queue Management(AQM) by default on all upstream Best Effort and Non-Real-Time Polling Service Flows, and on all Downstream Service Flows. Active Queue Management significantly reduces buffering latency in the CM (for upstream) and CMTS (for downstream) during heavy traffic loads, without significantly impacting throughput.

In addition, this specification introduces support for Low Latency Services using a dual queue approach. The dual queue approach allows the differentiation between application traffic flows that cause queuing latency and those that don’t, and isolates these two types of flows from one another, while managing capacity and providing congestion signaling appropriately for each type.  In both the upstream and downstream directions there is an Aggregate Service Flow consisting of a Low Latency Service Flow and a Classic Service Flow. Traffic in both Service Flows use the aggregate as a single pool of capacity. Each Service Flow uses an AQM algorithm that is optimized for the type of traffic in that Service Flow.  The Low Latency AQM is able to keep delay more than an order of magnitude lower than the Classic AQM can achieve. 

Additionally, this specification also introduces the concept of proactive scheduling, and defines a new upstream scheduling type: Proactive Grant Service. 
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The CMTS allocates bandwidth for one or more upstream channels. Bandwidth allocated to one CM may be allocated across multiple channels upon which the CM can transmit.

[bookmark: REQ7PTMNR_0][bookmark: REQ7PTMOS_0][bookmark: REQ7PTMQT_0]An upstream channel is modeled as a stream of minislots. REQ22883 The CMTS MUST generate the time reference for identifying these slots. REQ22884 The CMTS MUST also control access to these slots by the cable modems. For example, the CMTS may grant some number of contiguous slots to a CM for it to transmit a data PDU. REQ22885 The CM MUST time its transmission so that the CMTS receives the CM's transmission in the time reference specified. This section describes the elements of the protocol used in requesting, granting, and using upstream bandwidth. The basic mechanism for assigning bandwidth management is the allocation MAP (refer to Figure 105).

The allocation MAP is a MAC Management Message which is transmitted by the CMTS on the downstream channel and which describes, for some interval, the uses of the upstream minislots. A given MAP may describe some slots as grants in which particular CMs may transmit data, other slots as available for contention transmission, and other slots as an opportunity for new CMs to join the link.

Many different scheduling algorithms may be implemented in the CMTS by different vendors; this specification does not mandate a particular algorithm. Instead, it describes the protocol elements by which bandwidth is requested and granted.
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[bookmark: _Ref513230157][bookmark: _Toc513557513][bookmark: API_ID211217]Figure 105 - Allocation Map

The bandwidth allocation includes the following basic elements:

Each CM has one or more (14-bit) Service Identifiers (SIDs) as well as a 48-bit (MAC) address.

Upstream bandwidth is divided into a stream of minislots. Each minislot is numbered relative to a master clock reference maintained by the CMTS. The master reference is distributed to the CMs by means of SYNC and UCD messages (See [DOCSIS PHYv3.1]).

CMs may issue requests to the CMTS for upstream bandwidth.

REQ22886 The CMTS MUST transmit allocation MAP PDUs on the downstream channel defining the allowed usage of all minislots. Minislot regions that are not allocated to any transmit opportunities are described by an IE in the MAP assigned to the NULL SID (0x0000). The MAP is described in Section 7.2.1.1.

[bookmark: REQ7PTMTV_0][bookmark: REQ7PTMVW_0][bookmark: REQEPQTV1_0][bookmark: REQEPQUM1_0]The CMTS scheduler allocates bandwidth on the individual channels based on the available bandwidth on all of the bonded upstream channels. REQ22887 The CMTS MUST be capable of receiving a request on any channel within the upstream bonding group. REQ22888 The CMTS MUST be capable of granting bandwidth in response to that request on any channel within the upstream bonding group. REQ25939 In this manner, the CMTS MAY dynamically distribute upstream traffic across multiple channels. REQ25940 Similarly, the CMTS MAY consider the physical layer parameters on each of the upstream channels and the requested number of bytes to determine the optimal allocations across channels.

The CMTS generates MAPs to send grants to the CM. Because the upstream parameters of each channel may be very different from each other, the allocation start times of the MAPs may be different from each other as well.

REQ22889 Because the allocation start times and acknowledgment times may vary widely, a CM MUST wait until the acknowledgment time for all upstream channels associated with a given service flow is past the time of request before determining if a re-request is necessary.

REQ25941 CMTSs MAY ignore part or all of an upstream bandwidth request. Note that ignoring a request from a CM in Multiple Transmit Channel Mode could result in additional performance degradation (relative to Pre-3.0 DOCSIS) because the CM in Multiple Transmit Channel Mode may take longer to detect lost requests if there are multiple outstanding requests.

SP_MULPIv3_1-REQ7339 For FDX upstream channels, the CMTS MUST meet the minimum grant bandwidth defined in [DOCSIS PHYv3.1].



Low Latency Considerations

In order to minimize upstream latency, it is important that both the MAP interval and the MAP turnaround time (the difference between the MAP Alloc Start Time and Ack Time) be kept as short as possible. 

If the CMTS supports Low Latency, it MUST support a nominal MAP interval of 1ms or less for OFDMA upstream channels.  The CMTS MAY provide a management interface to allow the operator to configure an alternative value. In certain configurations, a 1ms MAP interval may introduce tradeoffs such as upstream and/or downstream inefficiency that need to be weighed against the latency improvement.  The CMTS MAY select a default MAP interval other than 1ms. If the default MAP interval is greater than 1ms, the CMTS MUST provide a management interface in order to allow the operator to affect the MAP interval.

The CMTS SHOULD ensure that the MAP turnaround time is less than CM_MAP_Proc_Time + MaxRangingOffset + DsSerializationBudget + UsSerializationBudget + CIN_delay + CMTS_MAP_Proc_Time.

For OFDM downstream channels, DsSerializationBudget = 3 * DS_Symbol_Time.

For SC-QAM downstream channels, DsSerializationBudget = 10 * MPEG_Packet_Time.

For OFDMA upstream channels, UsSerializationBudget = 2 * OFDMA_Frame_Duration.

For SC-QAM upstream channels, UsSerializationBudget = 2 * minislot duration

Where CMTS_MAP_Proc_Time = 400 µs

MaxRangingOffset is defined as the largest accumulated timing offset signaled to a currently ranged CM for this upstream channel.

In the case of Remote PHY systems, CIN_delay is the round-trip delay between the CMTS Core and the RPD, otherwise this value is 0.



[bookmark: API_ID211229]The Allocation MAP MAC Management Message

The allocation MAP is a varying-length MAC Management Message that is transmitted by the CMTS to define transmission opportunities on the upstream channel. It includes a fixed-length header followed by a variable number of Information Elements (IEs) or Probe Information Elements (P-IEs) in the format shown in Section 6.4.4. Each IE defines the allowed usage for a range of minislots. Each P-IE defines the allowed usage for symbols within an OFDMA probe frame and is described further in Section 6.4.4.

REQ22890 NOTE: For TDMA channels, it should be understood by both CM and CMTS that the lower (26-M) bits of alloc start and ack times MUST be used as the effective MAP start and ack times, where M is defined in Section 7.1.4.1.2. The relationship between alloc start/ack time counters and the timestamp counter is further described in Section 7.1.4. For S-CDMA channels the alloc start/ack time counters are defined in minislots which are related to the timestamp counter, frame counter, and S-CDMA timestamp snapshot as described in Section 6.4.3. For OFDMA channels, the alloc start time counter is defined in minislots which are related to the timestamp counter, frame counter, and OFDMA timestamp snapshot as described in Section 6.4.3.

[bookmark: API_ID211232]Information Elements

[bookmark: REQ7PTMZZ_0][bookmark: REQ7PTN10_0]Each IE consists of a 14-bit Service ID (SID), a 4-bit type code (IUC), and a 14-bit starting offset as defined in Section 6.4.4. REQ22891 Since all CMs MUST scan all IEs, it is critical that IEs be short and relatively fixed format. IEs within the MAP are strictly ordered by starting offset. For most purposes, the duration described by the IE is inferred by the difference between the IE's starting offset and that of the following IE. REQ22892 For this reason, the CMTS MUST terminate the list with a Null IE (refer to Table 32).

Five types of Service IDs are defined:

1.	0x3FFF - Broadcast, intended for all stations;

2.	0x3E00-0x3FFE - Multicast, purpose is defined administratively. Refer to Annex A.

3.	0x2000-0x3DFF - Expanded Unicast, intended for a particular CM or a particular service within that CM, when supported by both the CM and CMTS;

4.	0x0001-0x1FFF - Unicast, intended for a particular CM or a particular service within that CM;

5.	0x0000 - Null Address, addressed to no station.

[bookmark: REQEPQWC1_0]REQ22893 A CM MUST support the Expanded Unicast SID space. REQ25942 A CMTS MAY support the Expanded Unicast SID space. SP_MULPIv3_1-REQ7340 When assigning bandwidth for FDX OFDMA channels, the CMTS MUST NOT use any broadcast or multicast SIDs in any of the allocations.

[bookmark: REQEPQWX1_0]REQ22894 Unicast SIDs (including Expanded Unicast SIDs) assigned by the CMTS MUST be unique on a given logical upstream. REQ25943 The CMTS MAY support unicast SID assignments which are not unique within a single MAC-sublayer domain as long as they are unique on a given logical upstream.

[bookmark: REQEPQXJ1_0]REQ22895 All of the Information Elements defined below MUST be supported by conformant CMs. REQ25944 Conformant CMTSs MAY use any of these Information Elements when creating Bandwidth Allocation MAPs.

[bookmark: API_ID211244]The Request IE

The Request IE provides an upstream interval in which requests may be made for bandwidth for upstream data transmission. The character of this IE changes depending on the class of Service ID. If broadcast, this is an invitation for CMs to contend for requests. Section 7.2.2 describes which contention transmit opportunity may be used. If unicast, this is an invitation for a particular CM to request bandwidth. Unicasts may be used as part of a Quality of Service scheduling scheme (refer to Section 7.2.3). REQ22896 Packets transmitted in this interval by the CM MUST use either the Request MAC Frame format (refer to Section 6.2.4.3) or the Queue-depth Based Request Format (refer to Section 6.2.4.5).

The Priority Request SIDs are defined in the subsection Priority Request Service IDs of Annex A. These allow contention for Request IEs to be limited to service flows of a given Traffic Priority. (Refer to the Traffic Priority subsection of Annex C.)

REQ22897 The CMTS MUST allocate request opportunities in multiples of the number of minislots required to transmit a request on the given channel. For example, if channel one requires 2 minislots per request, then the CMTS allocates request regions in multiples of 2 minislots. A request region of 5 minislots would be illegal on this channel.

[bookmark: REQ7PTNB7_0]For OFDMA channels, there may be one or more request opportunities in a single minislot depending on the minislot size. Each request opportunity occupies a fixed number of symbols, N, and is called a subslot. The value of N is based on the number of subcarriers per minislot as described in section 8.2.3 of [DOCSIS PHYv3.1]. The number of request opportunities within an OFDMA minislot is given by floor (K/N) where K is the number of symbols per frame as specified in [DOCSIS PHYv3.1]. For minislot sizes of 8 subcarriers, the subslot size is 4 symbols. For minislot sizes of 16 subcarriers, the subslot size is 2 symbols. Each request opportunity starts on a symbol boundary and each opportunity must be fully contained within the minislot. REQ22898 Partial request opportunities MUST NOT be considered as transmit opportunities by the CM on OFDMA channels. When a request opportunity is assigned to a unicast SID, the entire minislot is allocated, but the CM only transmits in one of the subslots within the allocated minislot. REQ22899 The CM MUST transmit in the subslot determined by (minislot number) modulo (number of subslots per minislot) plus one. For example, if there are 4 subslots per minislot and the CM is allocated minislot number 543 to one of its unicast SIDs, the CM transmits its bandwidth request in the 4th subslot in that minislot. Allocations to multicast SIDs (request/priority etc.) are treated like broadcast opportunities from a backoff and request subslot perspective. The Request IE is not used on FDX OFDMA channels.

[bookmark: API_ID211254]The Request_2 IE

The Request_2 IE provides a second type of upstream interval in which requests for bandwidth may be transmitted. The Request_2 IE replaces the Request/Data IE used in previous generations of DOCSIS.

This region is primarily used in support of the Maximum Scheduled Codes feature on Type 3S and Type 4S upstreams as described in [DOCSIS PHYv3.1].

For OFDMA channels, request subslots are allocated for Request_2 IEs. The subslot parameters are the same as those of the Request IE. (See Section 7.2.1.2.1 for details.) The Request_2 IE is not used on FDX OFDMA channels.

[bookmark: API_ID211256]The Initial Maintenance IE

[bookmark: REQ7PTND8_0][bookmark: REQ7PTNF9_0]The Initial Maintenance IE, when used with the Broadcast SID, provides an interval in which new stations may join the network. REQ22900 A long interval, equivalent to the maximum round-trip propagation delay plus the transmission time of a Ranging Request (RNG-REQ) message (see Section 7.1.3), MUST be provided by the CMTS to allow new stations to perform initial ranging. REQ22901 Packets transmitted by the CM in this interval MUST use one of the ranging request message formats (refer to Section 7.1.3). Allocations to Broadcast SIDs and Multicast SIDs on FDX OFDMA channels are not allowed.

[bookmark: REQ7PTNGA_0][bookmark: REQ7PTNIB_0]REQ25945 On Type 3, Type 4, and Type 5 Upstream Channels, the Initial Maintenance IE MAY be used by the CM and CMTS with a unicast SID. This is done to provide Unicast Initial Maintenance opportunities in place of Station Maintenance opportunities at the discretion of the CMTS. This may be useful if the first unicast ranging opportunity on an S-CDMA channel needs to have Spreader Off just like initial maintenance, but it is not desirable to impose the overhead of having the Spreader Off on routine Station Maintenance. Unicast Initial Maintenance Opportunities only need to be large enough to allow transmission of the ranging request. REQ22902 The CMTS MUST NOT provide unicast Initial Maintenance opportunities on any logical upstream which is not a Type 3, Type 4, or Type 5 upstream. REQ22903 Packets transmitted by the CM in Initial Maintenance IE MUST use the Ranging Message formats per Section 6.4.5. Refer to Section 7.2.1.9 for details on Initial Maintenance IE mapping for OFDMA upstream channels.

[bookmark: API_ID211265]The Station Maintenance IE

[bookmark: REQ7PTNJC_0]For non-OFDMA upstream channels, the Station Maintenance IE provides an interval in which stations are expected to perform some aspect of routine network maintenance such as ranging. The CMTS sends a unicast station maintenance IE to CMs periodically in order to ensure CM upstream transmit signal fidelity. Parameters such as power level, transmit timing, transmit frequency, and pre-equalization coefficients can be adjusted in periodic ranging. REQ22904 For Upstream Type 1, Type 2, Type 3, and Type 4, packets transmitted by the CM in this interval MUST use the RNG-REQ MAC Management Message format (see Section 6.4.5).

[bookmark: REQEPQZK1_0][bookmark: REQ7PTNKD_0]For OFDMA (Type 5) upstream channels, the Station Maintenance IE provides an opportunity for fine ranging a CM. The CMTS provides these opportunities after Initial Ranging to fine tune the timing and power adjustments. Probing is used on OFDMA channels to provide the routine network maintenance. REQ25946 The CMTS MAY provide the CM Station Maintenance opportunities on upstream OFDMA channels in addition to probing opportunities. REQ22905 For Upstream Type 5, packets transmitted by the CM in this interval MUST use either the B-INIT-RNG-REQ or RNG-REQ MAC Management message format (see Section 6.4.5).

[bookmark: API_ID211271]Short and Long Data Grant IEs (also known as Data Profiles IUC5 and IUC6)

[bookmark: REQEPR301_0]The Short and Long Data Grant IEs provide an opportunity for a CM to transmit one or more upstream PDUs. These IEs are issued either in response to a request from a station, or because of an administrative policy providing some amount of bandwidth to a particular station (see class-of-service discussion below). REQ25947 These IEs MAY also be used by the CMTS with an inferred length of zero minislots (a zero length grant), to indicate that a request has been received and is pending (a Data Grant Pending).

[bookmark: REQ7PTNME_0]When Multiple Transmit Channel Mode is not being used, Short Data Grants are used with intervals less than or equal to the maximum burst size for this IUC specified in the Upstream Channel Descriptor. REQ22906 If Short Data burst profiles are defined in the UCD, then all Long Data Grants MUST be for a larger number of minislots than the maximum for Short Data. The distinction between Long and Short Data Grants may be exploited in physical-layer forward-error-correction coding; otherwise, it is not meaningful to the bandwidth allocation process.

With Multiple Transmit Channel Mode, the CM makes requests in number of bytes excluding any physical layer overhead. Therefore, when granting a request, the CMTS assigns a burst profile to the grant. This is indicated by the IUC associated with the IE in the MAP message for the particular grant. When requesting bandwidth while operating in Multiple Transmit Channel Mode, the CM is not constrained by the Maximum Burst Size for Short Data. The CMTS is also not constrained by the Maximum Burst Size for Short Data when granting bandwidth to a CM operating in Multiple Transmit Channel Mode.

REQ22907 If this IE is a Data Grant Pending (a zero length grant), it MUST follow the NULL IE in a MAP transmitted by the CMTS. This allows cable modems to process all actual allocations first, before scanning the MAP for data grants pending.

REQ22908 For Multiple Transmit Channel Mode, the CM MUST be capable of using burst profiles corresponding to Short and Long Data Grants (i.e., IUC 5 and 6) with advanced PHY burst profiles.

[bookmark: API_ID211280]Data Acknowledge IE

The Data Acknowledge IE is deprecated in this version of the DOCSIS specification.

[bookmark: API_ID211282]Expansion IE

The Expansion IE provides for extensibility, if more than 16 IUCs or 32 bits are needed for future IEs.

[bookmark: API_ID211284]Null IE

A Null IE terminates all actual allocations in the IE list. It is used to infer a length for the last interval. All Data Grant Pending IEs (Data Grants with an inferred length of 0) follow the Null IE.

[bookmark: API_ID211286]Advanced PHY Short and Long Data Grant IEs (also known as Data Profiles IUC9 and IUC10)

[bookmark: REQ7PTNRH_0]These IEs are the Advanced PHY channel equivalent of the Short and Long Data Grant IEs in Section 7.2.1.2.5. In addition, these IEs allow DOCSIS 2.0 modems operating in DOCSIS 2.0 TDMA mode to share the same upstream channel with DOCSIS 1.x modems. REQ22909 Modems registered in DOCSIS 1.x mode MUST NOT use these intervals.

REQ22910 For upstream channels supporting a mixture of DOCSIS 1.x and DOCSIS 2.0 TDMA CMs, the CMTS MUST use the SID in the request and the operational state of the CM to distinguish between requests for IUC 5 and 6 data grants and requests for IUC 9 and 10 data grants.  (Refer to Section 10.2.6). Once this distinction has been made, the CMTS then uses the request size to distinguish between a long grant and a short grant.

REQ22911 Once a CMTS has received a REG-ACK from a 2.0 CM on a Type 2 channel, the CMTS MUST NOT send data grants using IUCs 5 or 6 if either IUC 9 or 10 is defined for that upstream channel. This restriction allows the 2.0 CM to only support 7 burst profiles simultaneously.

With Multiple Transmit Channel Mode, the CM makes requests in number of bytes excluding any physical layer overhead. Therefore, when granting a request, the CMTS assigns a burst profile to the grant. This is indicated by the IUC associated with the IE in the MAP message for the particular grant.

[bookmark: API_ID211293]Advanced PHY Unsolicited Grant IE (also known as Data Profile IUC11)

[bookmark: REQ7PTNVK_0]This IE can be used by the CMTS to make unsolicited grants of bandwidth to DOCSIS 2.0 CMs. If a significant portion of the traffic for an upstream is going to consist of unsolicited grants of a particular size, this IE provides a way for the CMTS to provide a set of physical layer parameters (such as code word length and FEC length) well-tailored to that traffic, without compromising the general usefulness of the Advanced PHY Short or Advanced PHY Long Data Grant IEs. It is never used by the CM to calculate the size of a bandwidth request. REQ22912 The CMTS MUST NOT use it to make grants to DOCSIS 1.x CMs.

[bookmark: REQ7PTNWL_0]REQ25948 For Multiple Transmit Channel Mode, the CMTS MAY allocate this IE for any data grant. REQ22913 For Multiple Transmit Channel Mode, the CM MUST use the burst profile associated with this IE regardless of whether or not the grant is unsolicited.

[bookmark: API_ID211298]Data Profiles IUC12 and IUC13 IEs

These IEs are only applicable to Type 5 Upstream Channels. The CMTS uses Data Profiles IUC12 and IUC13 IEs to grant bandwidth to CMs assigned to IUC12 or IUC13 respectively. Operation on a Type 5 upstream channel uses Multiple Transmit Channel Mode.

[bookmark: API_ID211300]Probe IE

This IE is used by the CMTS to assign probe opportunities in probe frames on OFDMA channels. This IE is always unicast and can only appear in a P-MAP. The CM transmits a probe signal (see [DOCSIS PHYv3.1]) in the allocated region.

[bookmark: API_ID211302]Requesting with Multiple Transmit Channel Mode Disabled

This section applies to bandwidth requests when Multiple Transmit Channel Mode is disabled, such as when a 3.0 CM is operating on a Pre-3.0 DOCSIS CMTS, or a Pre-3.0 DOCSIS CM that does not support Multiple Transmit Channel Mode is operating on a DOCSIS 3.0 or 3.1 CMTS.

[bookmark: REQEPR4U1_0]Requests refer to the mechanism that a CM uses to indicate to the CMTS that it needs upstream bandwidth allocation. REQ25949 A Request transmitted by a CM MAY come as a stand-alone Request Frame transmission (refer to Section 6.2.4.3) or as a piggyback request in the EHDR of another Frame transmission (refer to Section 6.2.6). 

REQ22914 Request Frames transmitted by a CM MUST be sent during one of the following intervals:

REQ22914.1 Request IE

REQ22914.2 Request_2 IE

REQ22914.3 Short Data Grant IE*

REQ22914.4 Long Data Grant IE*

REQ22914.5 Adv PHY Short Data Grant IE*

REQ22914.6 Adv PHY Long Data Grant IE*

REQ22914.7 Adv PHY Unsolicited Grant IE*

NOTE: *A request frame could be transmitted during these IEs for the case where Multiple Transmit Channel Mode is disabled for the CM, fragmentation is disabled for a service flow, and the CM receives a grant too small to contain the CM's transmission. In this case, the CM may send a request frame in the granted allocation to re-request for the bandwidth.

REQ22915 A piggyback request transmitted by a CM MUST be sent in one of the following Extended Headers:

REQ22915.1 Request EH element

REQ22915.2 Upstream Privacy EH element

REQ22915.3 Upstream Privacy EH element with Fragmentation

REQ22916 A request transmitted by a CM MUST include:

REQ22916.1 The Service ID making the request

REQ22916.2 The number of minislots requested

[bookmark: REQ7PTO3Q_0][bookmark: REQ7PTO5R_0]REQ22917 The CM MUST request the number of minislots needed to transmit an entire frame, or a fragment containing the entire remaining portion of a frame that a previous grant has caused to be fragmented. The frame may be a single MAC frame, or a MAC frame that has been formed by the concatenation of multiple MAC frames (see Section 6.2.4.6). REQ22918 The request from the CM MUST be large enough to accommodate the entire necessary physical layer overhead (see [DOCSIS PHYv3.1], upstream) for transmitting the MAC frame or fragment. REQ22919 The CM MUST NOT make a request that would violate the limits on data grant sizes in the UCD message (see Section 6.4.3) or any limits established by QoS parameters associated with the Service Flow.

[bookmark: REQ7PTO9T_0][bookmark: REQ7PTOBU_0]REQ22920 The CM MUST NOT request more minislots than are necessary to transmit the MAC frame. REQ22921 This means that if the CM is using Short and Long Data IUCs to transmit data and the frame can fit into a Short Data Grant, the CM MUST use the Short Data Grant IUC attributes to calculate the amount of bandwidth to request and make a request less than or equal to the Short Data maximum Burst size. REQ22922 If the CM is using Advanced PHY Short and Long Data IUCs to transmit data and the frame can fit into an Advanced PHY Short Data Grant, the CM MUST use the Advanced PHY Short Data Grant IUC attributes to calculate the amount of bandwidth to request and make a request less than or equal to the Advanced PHY Short Data maximum Burst size.

[bookmark: REQ7PTOFW_0]REQ22923 The CM MUST have only one request outstanding at a time per Service ID. REQ22924 If the CMTS does not immediately respond with a Data Grant, the CM is able to unambiguously determine that its request is still pending because the CMTS MUST continue to issue a Data Grant Pending in every MAP that has an ACK Time indicating the request has already been processed until the request is granted or discarded.

[bookmark: API_ID211329]Requesting with Multiple Transmit Channel Mode Enabled

This section applies to bandwidth requests when Multiple Transmit Channel Mode is enabled.

As required in Section 6.2.4.3, when the CM is operating in Multiple Transmit Channel Mode, it does not use the Request Frame (bandwidth request in minislots), but rather it uses the Queue-Depth Based Request Frame (bandwidth request in bytes).

Request transmission is controlled by the Request/Transmission Policy parameter on a service flow by service flow basis. For a CM operating in Multiple Transmit Channel Mode, Section 8.3.2 describes that one of the bits of the R/T Policy is used to configure each service flow into one of two modes: Segment Header ON and Segment Header OFF. The requirements for request transmission for a service flow depend on which of these two modes is selected.

[bookmark: API_ID211331]Request Mechanisms for Segment Header OFF Service Flows

[bookmark: REQ7PTOIY_0]As described in Section 8.3.2.2, Segment Header Off operation is only defined for service flows that have a scheduling type of UGS or UGS-AD, and as indicated in Section 7.2.3, UGS and UGS-AD service flows are required to have an R/T Policy which prohibits the use of contention request opportunities, request_2 opportunities, and piggyback requests. As such, the only defined request mechanism for Segment Header Off service flows is the Queue-depth Based Request Frame transmission used to restart grants during a period of rtPS for a UGS-AD service flow (Section 7.2.3.3). REQ22925 The CM MUST be capable of sending a Queue-depth Based Request Frame for a UGS-AD service flow with Segment Headers OFF during a unicast Request IE interval. REQ22926 When sending a Queue-depth Based Request Frame for a UGS-AD service flow, the CM MUST set the number of bytes requested to a non-zero value. Since the CMTS is required to provide fixed-size grants based on the UGS Grant Size parameter, the actual number of bytes requested is irrelevant.

[bookmark: _DV_C6_0]Piggyback requesting for CMs in Multiple Transmit Channel mode is only defined for Segment Header ON operation. 

[bookmark: API_ID211336]Request Mechanisms for Segment Header ON Service Flows

For a service flow configured for Segment Header ON operation, the CM can send a Request as a stand-alone Queue-depth Based Request Frame transmission (refer to Section 6.2.4.5) or (unless disabled by the R/T Policy) as a piggyback request in a segment header of another Frame transmission (refer to Section 6.2.6).

REQ22927 The CM MUST be capable of sending a Queue-depth Based Request Frame to request bandwidth for a Segment Header ON service flow during both of the following intervals:

REQ22927.1 Request IE

REQ22927.2 Request_2 IE

REQ22928 A Queue-depth Based Request Frame transmitted by a CM MUST include:

REQ22928.1 The Service ID making the request.  Prior to SID assignment in a Registration Response Message (when initializing) or DBC (when changing channels), this Service ID is the temporary SID assigned in the Ranging Response Message. After SID assignment, this Service ID is one of the assigned SIDs corresponding to the service flow making the request.

REQ22928.2 The number of bytes requested with respect to the request byte multiplier for that service flow.

[bookmark: _DV_C32_0]REQ22929 Piggyback requests for a Segment Header ON service flow transmitted by a CM MUST only be sent in the Segment Header Request field of the Segment Header. 

[bookmark: _DV_C35_0][bookmark: _DV_M24_0]REQ22930 A piggyback request transmitted in the Segment Header Request field by a CM MUST include:

REQ22930.1 SID Cluster ID associated with the request or the temporary SID when used prior to registration.

REQ22930.2 The number of bytes requested with respect to the request byte multiplier for that service flow.

REQ22931 The CM MUST NOT make a request that would violate limits established by QoS parameters associated with the Service Flow.

REQ22932 The CM MUST NOT request more bytes than are necessary (other than additional bytes required due to the request multiplier) to transmit the data currently queued. In the case where a previous outstanding request was rounded up due to the request multiplier, the CM is not required to decrement a new request by the previous round up amount.

In some cases (e.g. due to minislot granularity or proactive granting), a CM might receive grants in excess of the amount the CM requested.  The CM can use these excess grants if it has traffic ready to send.  Use of these grants will reduce the number of bytes in the CM’s queue, and so when the CM makes its next request, the amount requested will reflect the fact that the excess grants were utilized.

Note that the CM is still expected to enforce whatever limits might be imposed by the QoS parameters associated with the Service Flow, even when the granted amounts exceed the CM’s requests.

REQ25950 The CM MAY have multiple requests outstanding at a time per Service Flow. If the CMTS does not immediately respond with a Data Grant, the CM is able to unambiguously determine whether its request is still pending by examining MAP messages as discussed in Section 7.2.1.4.2.1.

[bookmark: API_ID211354]Queue-Depth Based Request Mechanisms

One mechanism for requesting more upstream bandwidth is to allow the cable modem to request for all the upstream bandwidth it currently needs based on the packets it has ready for upstream transmission. This scheme allows the modem to send up a request based on queue depth where the queue would include all upstream packets and their known MAC headers. This mechanism requires the Continuous Concatenation and Fragmentation feature (discussed in Section 7.2.4) because the CMTS does not know the individual packet boundaries and cannot grant fractions of the request without inadvertently crossing packet boundaries.

[bookmark: REQ7PTOU5_0][bookmark: REQ7PTOW6_0]When requesting for queue depth, the CM takes into account all packets it wants to transmit and the amount of bandwidth required. This amount of bandwidth includes all known MAC-layer overhead. With Continuous Concatenation and Fragmentation, the CM does not know how many segments the CMTS may use to fragment the grant. REQ22933 For this reason, the CM's bandwidth requests MUST NOT include any estimation for segment headers. REQ22934 The CMTS MUST add the necessary additional bandwidth to compensate for the segment headers when it sends the grant. This is similar to the bandwidth adjustment the CMTS makes when using multiple grant mode of Pre-3.0 DOCSIS Fragmentation.

The CM sends the request for the bandwidth needed for a given service flow on any upstream channel available to the service flow. The CMTS can choose to grant the bandwidth on the upstream channel upon which it received the request, on any other upstream channel associated with the service flow, or on any combination of channels associated with the service flow.

In order to provide maximum flexibility in SID assignment on upstream channels, a new term, SID Cluster, is used to define a group of SIDs that contains one SID for each upstream channel associated with a particular Service Flow that is treated the same from a request/grant perspective. An example SID Cluster is shown in the table below.

[bookmark: _Toc513557795][bookmark: API_ID211359]Table 85 - Example SID Cluster

		SID Cluster

		US#1 SID

		US#2 SID

		US#3 SID

		US#4 SID



		Cluster_0

		58

		479

		85

		1001





[bookmark: REQ7PTOX7_0][bookmark: REQ7PTOZ8_0]A SID Cluster is assigned to a specific service flow on a CM. REQ22935 Whenever the service flow uses a SID Cluster to make a request and a SID is included in the request, the CM MUST use the SID appropriate for the upstream channel on which it is transmitting the request. In the example configuration above, the CM would use SID 479 when sending a bandwidth request on upstream #2. REQ22936 Similarly, whenever the CMTS grants a request that is part of a SID Cluster, it MUST grant the request using the SID corresponding to that SID Cluster on the selected upstream channel. In the example given earlier, if the CMTS chose to use US#3 to grant the request from SID 479 on US#2, the CMTS would place a grant to SID 85 in the MAP for US#3.

[bookmark: REQ7PTP19_0][bookmark: REQ7PTP3A_0]The CMTS sends grants spread across channels using individual MAPs for each channel. Should the CMTS decide not to grant all of the bandwidth requested, the CMTS sends a grant-pending in the MAPs for at least one channel until all received requests for that SID Cluster are fulfilled. This is similar to multi-grant mode fragmentation in DOCSIS 1.1. REQ22937 More specifically, when a CMTS issues a grant pending to a CM, the CMTS MUST continue to issue a Data Grant Pending in each non-probe MAP on at least one upstream channel associated with the requesting service flow of the CM that has an ACK Time later than the time of the request until the request is granted or discarded. REQ22938 If a CMTS is issuing a Data Grant Pending for a request by a CM on a channel different than the channel on which the request was made, the CMTS MUST include the Data Grant Pending beginning with the first MAP on the channel with an ACK time greater than the translated time of the request.

NOTE: The CMTS may send Data Grants Pending in MAPs prior to those with ACK times greater than the translated time of the request.

REQ22939 In translating the time of the request made on one channel to the time on other channels, the CMTS MUST perform the translation such that the minislot count on another channel begins at the exact same time as the beginning minislot of the request on the channel on which it was made, and if there is no minislot that begins at the exact time, the next earliest minislot on the other channel is selected. For example, when the CM makes a request on a channel at time T corresponding to minislot M0, for each other channel i, the CMTS translates M0 to the minislot count that begins exactly at the time T, and if there is no minislot beginning exactly at time T, the CMTS translates to Mi equal to the minislot count of the next earliest minislot on channel i that begins before time T.

Alternatively, the CMTS may choose not to send grants pending and allow the CM to re-request for the remainder of the needed bandwidth. This method is similar to the piggyback mode of fragmentation in DOCSIS 1.1. Note that the piggyback mode can add significant latency compared to operation using the multi-grant mode.

REQ22940 The CMTS MUST base ACK times in a MAP on requests originally received on the channel associated with the MAP and no other channels, even if the grants are made on different channels than the channel on which the requests were received. In the absence of received upstream requests or transmissions, the ACK time still needs to be moved forward in time to ensure that CMs can learn the status of outstanding requests that might have been lost.

[bookmark: REQ7PTPCF_0][bookmark: REQEPR6M1_0]REQ22941 When the CM makes a request, it MUST remember the minislot count on the requesting channel and the minislot count on all other channels within the bonding group that starts at the exact time of the request on the requesting channel, and if there is no minislot that begins at the exact time, then the next later minislot count is remembered. For example, when the CM makes a request on a channel at time T corresponding to minislot M0, for each other channel i the CM remembers the minislot count that begins exactly at the time T, and if there is no minislot beginning exactly at time T, the CM remembers Mi equal to the minislot count of the next later minislot on channel i that begins after time T. REQ22942 The CM MUST look for grants to the requesting SID Cluster on all channels associated with the Service Flow. REQ22943 If the acknowledgment time in the MAPs for all channels associated with the Service Flow exceed the time of the request and no grants pending for the requesting SID Cluster are present in any of those same MAPs, the CM MUST re-request for any ungranted portion of the original request(s). REQ25951 When the CM makes this re-request, it MAY include in the request bandwidth for any new packets requiring transmission.

[bookmark: REQ7PTPEG_0][bookmark: REQEPR7T1_0]A CM is allowed to have multiple outstanding requests for a given SID Cluster and can have more than one SID Cluster assigned to the service flow when the service flow is provisioned. Once the CM transmits a request for a service flow, the request/transmission policy for that flow controls whether the CM can make another request for that flow prior to receiving an acknowledgement in the form of a grant or grant-pending. REQ22944 If the request/transmission policy prohibits multiple outstanding requests in contention, the CM MUST NOT request additional bandwidth in contention until all outstanding requests have been granted or expired. REQ25952 The CM MAY piggyback requests for additional bandwidth, even though the CMTS has not fulfilled all previous requests. For example, the CM requests 16 Kbytes in its initial request. The CMTS decides to grant the CM's request with 2 sets of grants of 8 Kbytes each plus segment overhead with the two sets of grants being spaced out in time and appearing in separate MAPs. Once the CM receives the first grant, it can now piggyback request for any new packets that have arrived since the CM made the original request. REQ25953 If the request/transmission policy allows multiple outstanding requests in contention, the CM MAY use contention opportunities to request bandwidth for new packets at any time.

REQ22945 When multiple outstanding contention requests are allowed for a service flow and an additional outstanding contention request is made (see Section 7.2.2.1, regarding collision resolution and contention backoff) the CM MUST increment backoff exponent counts on each channel associated with the service flow (unless the value of Data Backoff End in the MAP message for an upstream channel has already been reached).

REQ22946 When multiple outstanding contention requests are allowed for a service flow, the CM MUST consider a re-request in a contention opportunity due to a previously lost contention request as a retry of a previous request. In other words, the count of request attempts is incremented in this case and results in an increase in the size of the backoff window unless the value of Data Backoff End in the MAP message has already been reached on all upstream channels associated with the service flow (see Section 7.2.2.1, regarding collision resolution and contention backoff). This applies even if additional bandwidth is being requested in the re-request.

[bookmark: REQ7PTPKJ_0][bookmark: REQ7PTPLK_0]More than one SID Cluster can be assigned to a service flow. REQ22947 The CMTS MUST always grant or send grants pending using the same SID Cluster as the request. REQ22948 The CM MUST stop requesting on a given SID Cluster and switch to another SID Cluster when any one of the following limits is reached (see Annex C for details on the TLVs):

1.	Maximum Requests per SID Cluster – This is the maximum number of requests that can be made using the SID Cluster. Both new requests and re-requests, even for the same bandwidth, increment the count of the number of requests made.

2.	Maximum Outstanding Bytes per SID Cluster – This is the total size, in bytes, for which there can be outstanding requests using the SID Cluster. Requests for previously unrequested bandwidth increase the outstanding byte count by the total request size, while re-requests increase the count by only the number of newly requested bytes. Grants received for the SID Cluster decrease the count. This is a soft limit, which means that the last request can push the count over the limit, but once the limit has been exceeded, no more requests can be made on this SID Cluster until the SID Cluster has been cleared (all outstanding requested bytes have been granted or outstanding requests have timed out) and operation has switched back to this SID Cluster.

3.	Maximum Total Bytes Requested per SID Cluster – This is the total number of bytes that can be requested using the SID Cluster. Requests for previously unrequested bandwidth increase the total byte count by the entire request size, while re-requests increase the count by only the number of newly requested bytes. This is a soft limit, which means that the last request can push the count over the limit, but once the limit has been exceeded, no more requests can be made on this SID Cluster until the SID Cluster has been cleared (all outstanding requested bytes have been granted or outstanding requests have timed out) and operation has switched back to this SID Cluster.

4.	Maximum Time in the SID Cluster – This is the total time, in milliseconds, that a service flow can continue to use the SID Cluster for requests. The start time is initialized to 0 at the time of the first request and is checked before each subsequent request. It should be noted that the final request might actually occur later than this deadline due to the delay between when the limit is checked and when the request is actually made. Once this deadline is reached, no more requests can be made using the SID Cluster.

REQ22949 For all the above SID Cluster switchover criteria, if the service flow has only one SID Cluster and this criterion limit is met, the CM MUST stop making requests and not request again until the SID Cluster has been cleared (any outstanding requested bytes have been granted or outstanding requests have timed out).

[bookmark: REQ7PTPQN_0]REQ22950 The CM MUST NOT request for a given service flow by using more than one SID Cluster at a time. The CM can switch to a different SID Cluster at any time but is required to stop requesting with the current SID Cluster under the conditions given above. REQ22951 Once a CM has stopped using a particular SID Cluster, the CM MUST NOT use the SID Cluster again for requesting until all remaining requests for that SID Cluster have been satisfied. Should the acknowledgment times exceed the requesting time on all channels within the bonding group and there are no grants pending present in the current MAPs, and if the request is still unfulfilled, the CM re-requests for any ungranted bandwidth on that SID Cluster using any of the SID Clusters available for requesting. When switching to a new SID Cluster, the counts corresponding to the first three limits are initialized to 0. When switching to a new SID Cluster, the count corresponding to the Maximum Time in the SID Cluster is set to zero at the time of the first request with the new SID Cluster.

[bookmark: REQ7PTPSO_0][bookmark: REQ7PTPUP_0][bookmark: REQEPR9U1_0][bookmark: REQEPRAY1_0][bookmark: REQ7PTPVQ_0]Because the CMTS can use multiple sets of grants to grant the bandwidth from a single request, situations may arise where the CM and CMTS get temporarily out of alignment as requests are lost due to upstream burst errors and collisions, and MAPs are lost due to downstream errors. REQ22952 Similar to Pre-3.0 DOCSIS systems, the CM MUST use the acknowledgment time of the requests to decide if the CMTS should have received its request before the CM decides to re-request. REQ22953 Whenever the CM receives a grant-pending for the requesting SID Cluster in the MAP on any channel within the upstream bonding group, the CM MUST NOT re-request for bandwidth for this SID Cluster. REQ25954 Depending on the Request/Transmission Policy Parameters for the service flow, the CM MAY be able to request for new bandwidth ready for upstream transmission for the service flow. REQ25955 Once the CM receives MAPs on all channels within the bonding group with the MAPs containing acknowledgment times and no grants pending for a given SID Cluster, and depending on the Request/Transmission Policy Parameters, the CM MAY re-request using piggyback opportunities or contention opportunities for any untransmitted packets whose request time is earlier than the acknowledgment time in the current MAPs. Note that requests whose request time is later than the acknowledgment time can still be in-transit or awaiting processing by the CMTS. REQ22954 The CM MUST wait for the acknowledgment time to be past the requesting time on all channels, within the bonding group, before determining if a re-request is needed. This requirement allows independent operation of CMTS upstream channel schedulers.

As an example of operation during a lost MAP, consider a CM sending a request for 16 Kbytes in its initial request. The CMTS receives the request and sends a set of MAPs (one MAP message for each upstream channel) containing a set of grants for that CM. One of the MAPs is errored due to burst noise so the CM discards the MAP message. Meanwhile, the CM receives unerrored MAPs for the other upstream channels. The CM transmits according to the grants in the correctly-received MAPs. Because the CM has not received a MAP for one of the channels with that MAP containing an acknowledgment time past the time of request, the CM is unable at this point to determine if all of its requests will be granted. The next set of MAPs arrives, and the CM sees that the acknowledgment time on all channels is past the time of request and there are no grants pending for the requesting SID Cluster. The CM knows from this that the CMTS has no outstanding requests for this SID Cluster. However, the CM still has data remaining to be sent from the original 16 Kbyte request. The CM sends a new request for the remainder of the 16 Kbytes plus any new traffic that is ready to be sent upstream for that service flow.

[bookmark: REQ7PTPXR_0]A potential error condition can occur where the CM stops receiving MAPs for one or more upstream channels but continues receiving MAPs for other channels within a service flow's bonding group. The period of time not covered by MAP elements for a channel is considered by the CM as the "unmapped" time for that channel. REQ22955 If the unmapped time on a channel exceeds 1 second, the CM MUST ignore the request time for outstanding requests on that channel (for the purposes of re-requesting) until the CM once again receives MAPs for that channel. This allows the CM to continue requesting for bandwidth on the other channels within a service flow's bonding group when the CM stops receiving MAPs for just some of the channels within the bonding group. 

As an example, consider the case where the CM transmits a request for Service Flow A and the time of that request is minislot 100 on upstream channel 1, minislot 250 on upstream channel 2, and minislot 175 on upstream channel 3. Before the CM's request is fully granted, the CM stops receiving MAPs for channel 3 but continues receiving MAPs on channels 1 and 2. The last MAP received for channel 3 had an acknowledgment time of 100. The CM detects that the unmapped time on channel 3 has exceeded 1 second, that it still has not received any MAPs for channel 3, and that the request has not yet been fully granted. The last MAPs received for channels 1 and 2 had acknowledgment times of 790 and 900 respectively. The CM now re-requests for the ungranted portion of the request.

[bookmark: API_ID211401]Piggyback Requesting

Piggyback Requesting refers to the use of an extended header of a unicast data transmission for requesting additional bandwidth. The request in effect "piggybacks" on top of a data transmission. 

[bookmark: _DV_C49_0]Piggyback requesting is controlled by a bit in the R/T Policy parameter for each upstream service flow (see the subsection Request/Transmission Policy in Annex C).

Piggyback requesting is performed on a per-service flow basis such that the CM can only piggyback a request for bandwidth on the same service flow for which it is transmitting data.

[bookmark: REQEPRBR1_0]REQ22956 When a grant pending for one of the CM's SID Clusters occurs in the MAP for any channel within the upstream bonding group, for the service flow associated with that SID Cluster the CM MUST NOT request bandwidth for packets for which the CM previously sent requests using this SID Cluster. REQ25956 The CM MAY piggyback request for packets for which it has not previously sent a request using this SID Cluster or for packets that were requested on another SID Cluster and can be re-requested on this new SID Cluster (per the criteria for re-requesting in Section 7.2.1.4.2.1).

[bookmark: REQEPRDA1_0]REQ25957 When the CM receives a non-probe MAP without a grant pending for the requesting SID Cluster for every channel within the upstream bonding group, the CM MAY re-request for previously requested bandwidth where the request time is earlier than the acknowledgment time in the MAP for all channels within the bonding group. REQ25958 The CM MAY also include in this request the bandwidth for any newly arrived packets.

[bookmark: API_ID211407]Information Element Feature Usage Summary

[bookmark: REQ7PTQ1T_0]The following table summarizes what types of frames the CM can transmit using each of the MAP IE types that represent transmit opportunities in non-probe frames. REQ22957 The CM MUST support the requirements as indicated in Table 86 and Table 87, following the definitions below:

A "MUST" entry in the table means that, if appropriate, a compliant CM implementation has to be able to transmit that type of frame in that type of opportunity.

A "MAY" entry means that compliant CM implementation does not have to be able to transmit that type of frame in that type of opportunity but that it is legal for it to do so, if appropriate.

A "MUST NOT" entry means that a compliant CM will never transmit that type of frame in that type of opportunity.

[bookmark: REQ7PTQ7X_0][bookmark: REQ7PTQ8Y_0]REQ22960 When operating in Multiple Transmit Channel Mode on an S-CDMA or TDMA channel, the CM MUST be able to use the burst profile indicated by the transmission opportunity's IUC, which can correspond to IUC = 1, 2, 3, 4, 5, 6, 9, 10, or 11. REQ22961 This implies that the CM MUST be capable of simultaneously storing nine burst profiles per upstream S-CDMA or TDMA channel. REQ22962 When operating on an OFDMA channel, the CM MUST be able to use IUCs = 1, 2, 3, and 4, and up to two assigned burst profiles from the set of IUC = 5, 6, 9, 10, 11, 12, and 13.

[bookmark: _Ref513230158][bookmark: _Toc513557796][bookmark: API_ID211414]Table 86 - IE Feature Compatibility Summary for Multiple Transmit Channel Mode

		Information Element

		Transmit Request Frame

		Transmit RNG-REQ

		Transmit Any other MAC Frame



		Request IE

		MUST

		MUST NOT

		MUST NOT



		Request_2 IE

		MUST

		MUST NOT

		MUST NOT



		Initial Maintenance IE

		MUST NOT

		MUST

		MUST NOT



		Station Maintenance IE

		MUST NOT

		MUST

		MUST NOT



		Data Profile IUC5 IE

(Short Data Grant IE)

		MAY (Segment HDR OFF only)

		MUST NOT

		MUST for TDMA or S-CDMA; MUST when so provisioned for OFDMA



		Data Profile IUC6 IE

(Long Data Grant IE)

		MAY (Segment HDR OFF only)

		MUST NOT

		MUST for TDMA or S-CDMA; MUST when so provisioned for OFDMA



		Data Profile IUC9 IE

(Adv PHY Short Data Grant IE)

		MAY (Segment HDR OFF only)

		MUST NOT

		MUST for TDMA or S-CDMA; MUST when so provisioned for OFDMA



		Data Profile IUC10 IE

(Adv PHY Long Data Grant IE)

		MAY (Segment HDR OFF only)

		MUST NOT

		MUST for TDMA or S-CDMA; MUST when so provisioned for OFDMA



		Data Profile IUC11 IE

(Adv PHY Unsolicited Grant IE)

		MAY (Segment HDR OFF only)

		MUST NOT

		MUST for TDMA or S-CDMA; MUST when so provisioned for OFDMA



		Data Profile IUC12 IE

		MAY (Segment HDR OFF only)

		MUST NOT

		MUST when so provisioned



		Data Profile IUC13 IE

		MAY (Segment HDR OFF only)

		MUST NOT

		MUST when so provisioned





There are no restrictions on combination of Data Profile IUCs usable by the CM and the set of SIDs assigned to CM's Service Flows. CMTS can send data grants to any of CM's SIDs for a given channel using any of the Data Profile IUCs appropriate for the channel for which grants are issued. 

[bookmark: _Ref513230159][bookmark: _Toc513557797][bookmark: API_ID211416]Table 87 - IE Feature Compatibility Summary for Pre-3.0 DOCSIS Operation

		Information Element

		Transmit Request Frame

		Transmit Concatenated MAC Frame

		Transmit Fragmented MAC Frame

		Transmit RNG-REQ

		Transmit Any other MAC Frame



		Request IE

		MUST

		MUST NOT

		MUST NOT

		MUST NOT

		MUST NOT



		Request_2 IE

		MUST

		MUST NOT

		MUST NOT

		MUST NOT

		MUST NOT



		Initial Maintenance IE

		MUST NOT

		MUST NOT

		MUST NOT

		MUST

		MUST NOT



		Station Maintenance IE

		MUST NOT

		MUST NOT

		MUST NOT

		MUST

		MUST NOT



		Short Data Grant IE

		MAY

		MUST

		MUST

		MUST NOT

		MUST



		Long Data Grant IE

		MAY

		MUST

		MUST

		MUST NOT

		MUST



		Adv PHY Short Data Grant IE

		MAY

		MUST

		MUST

		MUST NOT

		MUST



		Adv PHY Long Data Grant IE

		MAY

		MUST

		MUST

		MUST NOT

		MUST



		Adv PHY Unsolicited Grant IE

		MAY

		MUST

		MUST

		MUST NOT

		MUST





For OFDMA probe frames, only probes can be transmitted in the probe frame opportunities specified in the MAP.

[bookmark: API_ID211418]Map Transmission and Timing

[bookmark: REQF85TD1_0]REQ23029 The allocation MAP MUST be transmitted by the CMTS in time to propagate across the physical cable and be received and handled by the receiving CMs. REQ27380 As such, it MAY be transmitted by the CMTS considerably earlier than its effective time. The components of the delay are:

Worst-case round-trip propagation delay - can be network-specific, but on the order of hundreds of microseconds;

Queuing delays within the CMTS - implementation-specific;

REQ23030 Processing delays within the CMs - the CMTS MUST allow a minimum processing time by each CM as specified in Annex B (CM MAP Processing Time) which has to include any upstream delays caused by upstream interleaving, OFDMA framing, or S-CDMA framing;

Downstream delays caused by the PMD-layer framer and the FEC interleaver.

Within these constraints, vendors might wish to minimize this delay so as to minimize latency of access to the upstream channel.

[bookmark: REQF85VL1_0][bookmark: REQF85WH1_0][bookmark: REQF85YP1_0]REQ27381 The CMTS MAY vary the number of minislots described from MAP to MAP. REQ27382 At minimum, a MAP transmitted by a CMTS MAY describe a single minislot. This would be wasteful in both downstream bandwidth and in processing time within the CMs. REQ27383 At maximum, a MAP transmitted by a CMTS MAY stretch to tens of milliseconds. Such a MAP would provide poor upstream latency. REQ27384 CMTS allocation algorithms MAY vary the size of the maps over time to provide a balance of network utilization and latency under varying traffic loads.

[bookmark: REQ7PTT5W_0][bookmark: REQ7PTT7X_0][bookmark: REQ7PTT8Y_0][bookmark: REQ7PTTAZ_0][bookmark: REQ7PTTB0_0][bookmark: REQ7PTTD1_0][bookmark: REQ7PTTE2_0][bookmark: REQ7PTTG3_0][bookmark: REQ7PTTH4_0][bookmark: REQ7PTTJ5_0]REQ23031 At minimum, a non-probe MAP transmitted by a CMTS MUST contain two Information Elements: one to describe an interval and a null IE to terminate the list. REQ23032 At a maximum, a MAP transmitted by a CMTS for a Type 1, Type 2, Type 3, or Type 4 upstream MUST be bounded by a limit of 240 information elements. REQ23033 At a maximum, a MAP transmitted by a CMTS for a Type 5 upstream MUST be bounded by a limit of 490 information elements for non-probe MAPs. REQ23034 At a minimum, a probe MAP transmitted by a CMTS MUST contain at least one Probe Information Element. REQ23035 At a maximum, a probe MAP transmitted by a CMTS MUST be bounded by a limit of 128 information elements.  (Note that the CM is only required to store K probe IEs at any given time. See Section 6.4.4 for details.) REQ23036 MAPs are also bounded in that a MAP transmitted by a CMTS MUST NOT describe more than 4096 minislots into the future for a TDMA or S-CDMA upstream channel. REQ23037 For an OFDMA upstream channel, the CMTS MUST NOT describe more than the equivalent of 20 milliseconds into the future. The latter limit is intended to bound the number of future minislots that each CM is required to track. REQ23038 A CM MUST be able to support multiple outstanding MAPs for each channel. REQ23039 Even though multiple MAPs can be outstanding, for an upstream channel the sum of the number of minislots the MAPs transmitted by a CMTS describe MUST NOT exceed 4096 for TDMA and S-CDMA upstream channels and the equivalent of 20 milliseconds for OFDMA upstream channels. For OFDMA upstream channels, MAP Information Elements can allocate bandwidth for a very small amount of spectrum. REQ23040 For OFDMA upstream channels, the CM MUST be capable of storing at least 1596 Information Element Equivalents per upstream channel. An Information Element Equivalent is an Information Element needed by that CM or the MAP overhead information needed by the CM which consumes two Information Element Equivalents per MAP. REQ23041 The CM MUST have a MAP Storage Overflow Indicator to send a CM-STATUS message to the CMTS when the incoming MAPs contain more elements than the CM needs for future use and can store. It is recommended that the CM also have a MAP Storage Almost Full Indicator to send a CM-STATUS message to the CMTS when the CM's internal storage capacity for MAPs is approximately 90% full.

REQ23042 In MAPs, the CMTS MUST NOT make a data grant greater than 255 minislots to any assigned Service ID. This puts an upper bound on the grant size the CM has to support.

[bookmark: REQ7PTTN8_0]REQ23043 The set of all MAPs transmitted by the CMTS, taken together, MUST describe every minislot in the upstream channel, whether there is an allocation of an actual transmission opportunity or whether there is an allocation of idle time. REQ23044 If a CM fails to receive a MAP describing a particular interval, it MUST NOT transmit during that interval.

[bookmark: API_ID211450]Protocol Example

This section illustrates the interchange between the CM and the CMTS when the CM has data to transmit (Figure 106). Although the diagram and description are focused on a single upstream channel, DOCSIS 3.1 operation allows a request to be made on any of multiple upstream channels and the subsequent grants from the CMTS to be one or more transmission opportunities on one or more upstream channels independent of the channel upon which the request was received. Suppose a given CM has a data PDU available for transmission. 
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[bookmark: _Ref513230160][bookmark: _Toc513557514][bookmark: API_ID211452]Figure 106 - Protocol Example

Description steps:

1.	At time t1, the CMTS transmits a MAP whose effective starting time is t3. Within this MAP is a Request IE which will start at t5. The difference between t1 and t3 is needed to allow for all the delays discussed in Section 7.2.1.6.

2.	At t2, the CM receives this MAP and scans it for request opportunities. In order to minimize request collisions, it calculates t6 as a random offset based on the Data Backoff Start value in the most recent Map (see Section 7.2.2.1, also the multicast SID definitions in the subsection Well-Known Multicast Service IDs in Annex A.

3.	At t4, the CM transmits a request for as much bandwidth as needed to accommodate the PDU. Time t4 is chosen based on the ranging offset (see Section 7.1.3) so that the request will arrive at the CMTS at t6.

4.	At t6, the CMTS receives the request and schedules it for service in the next MAP. (The choice of which requests to grant will vary with the class of service requested, any competing requests, and the algorithm used by the CMTS.)

5.	At t7, the CMTS transmits a MAP whose effective starting time is t9. Within this MAP, a data grant for the CM will start at t11.

6.	At t8, the CM receives the MAP and scans for its data grant.

7.	At t10, the CM transmits its data PDU so that it will arrive at the CMTS at t11. Time t10 is calculated from the ranging offset as in step 3.

Steps 1 and 2 need not contribute to access latency if CMs routinely maintain a list of request opportunities.

At Step 3, the request might collide with requests from other CMs and be lost. The CMTS cannot directly detect the collision. The CM determines that a collision (or other reception failure) occurred when the next MAP with an ACK time indicating that the request would have been received and processed fails to include an acknowledgment of the request. The CM then performs a back-off algorithm and retry (refer to Section 7.2.2.1).

[bookmark: REQ7PTTQA_0][bookmark: REQ7PTTRB_0][bookmark: REQ7PTTTC_0]At Step 4, the CMTS scheduler can choose not to accommodate the request within the next MAP. REQ23045 If so, the CMTS MUST reply with a Data Grant Pending in that MAP or discard the request by giving no grant at all. REQ23046 The CMTS MUST continue to send a Data Grant Pending until the request can be granted or is discarded. This signals to the CM that the request is still pending. REQ23047 If the CM is operating in Multiple Transmit Channel Mode and is receiving a Data Grant Pending, it MUST NOT send requests for bandwidth that has already been requested for that service flow. REQ23048 If the CM is not operating in Multiple Transmit Channel Mode and is receiving a Data Grant Pending, it MUST NOT send requests for that service queue.

[bookmark: API_ID211459]MAP Generation Examples - Two Logical Upstreams

[bookmark: API_ID211460]S-CDMA and TDMA logical channel combination

This section illustrates the timing requirements for scheduling an S-CDMA and a TDMA logical channel on the same physical channel.

For simplicity it is assumed that:

The duration of the S-CDMA frames is an integral multiple of the duration of the TDMA minislots;

Both TDMA and S-CDMA maps begin and end on frame boundaries;

For the duration of the example there are no S-CDMA bursts with the Spreader Off, and there are no Broadcast Initial Ranging regions where both channels are active.
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[bookmark: _Toc513557515][bookmark: API_ID211462]Figure 107 - Logical S-CDMA and TDMA channels

Description:

1.	The example begins at T1 and the first MAP discussed takes effect at T3.

2.	At time T1, the CMTS transmits an S-CDMA map whose effective starting time is T3 and end time is T7.

3.	At time T2, the CMTS transmits a TDMA map whose effective starting time is T4 and end time is T8.

4.	At time T3 the S-CDMA map has three frames of S-CDMA grants. The CMTS upstream scheduler must not allow TDMA transmissions to occur at the same time. To prevent the two channels from interfering with each other, the scheduler will mute the TDMA upstream (by granting minislots to the NULL SID for the TDMA channel) during the time S-CDMA is active.

5.	At time T4, on a frame boundary, the TDMA channel becomes active. In this example it has one empty minislot (NULL SID) to guarantee sufficient guard time for the following TDMA burst. Then it proceeds with usable TDMA grants. At the same time the S-CDMA upstream is muted by granting minislots to the NULL SID in every frame.

6.	At T5 and T6 the TDMA logical channel and S-CDMA logical channel transmit the next map for the upstream. Note that the figure above does not continue to detail the complete maps beginning at T7 and T8.

7.	At time T7 the S-CDMA map sends a group of S-CDMA grants in a frame.

NOTE: When switching from TDMA to S-CDMA there is no requirement for additional guard time.

[bookmark: API_ID211464]OFDMA and TDMA logical channel combination

This section illustrates the timing requirements for scheduling an OFDMA and a TDMA logical channel sharing the same physical spectrum.

For simplicity it is assumed that:

The duration of the OFDMA frames is an integral multiple of the duration of the TDMA minislots;

Both TDMA and OFDMA maps begin and end on frame boundaries;

For the duration of the example there are no Broadcast Initial Ranging regions where both channels are active.
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[bookmark: _Toc513557516][bookmark: API_ID211466]Figure 108 - Logical OFDMA and TDMA channels

Description:

1.	The example begins at T1 and the first MAP discussed takes effect at T3.

2.	At time T1, the CMTS transmits an OFDMA map whose effective starting time is T3 and end time is T7.

3.	At time T2, the CMTS transmits a TDMA map whose effective starting time is T4 and end time is T8.

4.	At time T3 the OFDMA map has three frames of OFDMA grants. The CMTS upstream scheduler must not allow TDMA transmissions to occur at the same time. To prevent the two channels from interfering with each other the scheduler will mute the TDMA upstream (by granting minislots to the NULL SID for the TDMA channel) during the time OFDMA is active.

5.	At time T4, on a frame boundary, the TDMA channel becomes active. In this example it has one empty minislot (NULL SID) to guarantee sufficient guard time for the following TDMA burst. Then it proceeds with usable TDMA grants. At the same time the OFDMA upstream is muted (for those subcarriers overlapping and immediately surrounding the TDMA frequencies) by granting minislots to the NULL SID in every frame.

6.	At T5 and T6 the TDMA logical channel and OFDMA logical channel transmit the next map for the upstream. Note that the figure above does not continue to detail the complete maps beginning at T7 and T8.

7.	At time T7 the OFDMA map sends a group of OFDMA grants in a frame.

NOTE: When switching from TDMA to OFDMA there is no requirement for additional guard time.

[bookmark: API_ID211468]MAP Generation for Initial Ranging Regions on OFDMA Upstream Channels

The Initial Maintenance Region on an OFDMA upstream can be several minislots in height and will be some number of OFDMA frames in length. The actual burst transmitted in the region will be much shorter than the allocated region and will follow the parameters of the Initial Ranging on OFDMA channels outlined in the PHY Specification. When allocating bandwidth, the CMTS assigns IUC3 to the broadcast SID, 0x3FFF, for the minislots in the first frame containing the Initial Maintenance Region. In subsequent frames, the CMTS assigns IUC3 to the null SID, 0x0000, for the minislots containing the Initial Maintenance Region.

The CM using an Initial Maintenance Region counts each IUC3 region to SID 0x3FFF as a transmit opportunity for backoff purposes. The CM ignores the IUC3 regions to SID 0x0000, but continues transmitting the O-INIT-RNG-REQ in these regions until the packet is transmitted completely.

Figure 109 shows an example of the mapping for an Initial Maintenance Region. Figure 110 shows the MAP elements for MAP #1 shown in Figure 109.
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[bookmark: _Ref513230161][bookmark: _Toc513557517][bookmark: API_ID211470]Figure 109 - Example Initial Ranging Region on an OFDMA Channel
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[bookmark: _Ref513230162][bookmark: _Toc513557518][bookmark: API_ID211471]Figure 110 - Example MAP for Initial Ranging Region on an OFDMA Channel

[bookmark: API_ID211472][bookmark: _Toc531185546]Upstream Transmission and Contention Resolution

[bookmark: REQF86KO1_0]The CMTS controls assignments on the upstream channel through the MAP and determines which minislots are subject to collisions. REQ27385 On non-FDX OFDMA channels and SC-QAM channels, the CMTS MAY provide broadcast/multicast request opportunities, which might be subject to collision. Broadcast/multicast opportunities are not allowed on FDX OFDMA channels in order to control the number of modems transmitting simultaneously.

This section provides an overview of upstream transmission and contention resolution. For simplicity, it refers to the decisions a CM makes, however, this is just a pedagogical tool. Since a CM can have multiple upstream Service Flows (each with its own SID or SID Cluster(s)) it makes these decisions on a per Service Flow or per SID Cluster basis. Refer to Appendix II for a state transition diagram and more detail.

[bookmark: API_ID211476]Contention Resolution Overview

REQ23049 The mandatory method of contention resolution which MUST be supported by the CM is based on a truncated binary exponential back-off, with the initial back-off window and the maximum back-off window controlled by the CMTS. The values are specified as part of the Bandwidth Allocation Map (MAP) MAC message. These values represent a power-of-two value. For example, a value of 4 indicates a window between 0 and 15; a value of 10 indicates a window between 0 and 1023.

For Multiple Transmit Channel Mode, the back-off window values are calculated from the MAPs of the individual channels over which a service flow can be sent. 

[bookmark: API_ID211479]Contention Resolution with Multiple Transmit Channel Mode Disabled

REQ23050 Every time a CM wants to transmit in a contention region, it MUST enter the contention resolution process by setting its internal backoff window equal to the Data Backoff Start defined in the MAP currently in effect.

NOTE: The MAP currently in effect is the MAP whose allocation start time has occurred but which includes IEs that have not occurred.

[bookmark: REQ7PTTYG_0][bookmark: REQ7PTU0H_0]REQ23051 The CM MUST randomly select a number within its back-off window. REQ23052 This random value indicates the number of contention transmit opportunities which the CM MUST defer before transmitting. REQ23053 A CM MUST only consider contention transmit opportunities for which this transmission would have been eligible. These are defined by either Request IEs or Request_2 IEs in the MAP.

Note that each IE can represent multiple transmission opportunities.

As an example, consider a CM whose Data Backoff Start is 4 (resulting in an initial back-off window of 0 to 15) and it randomly selects the number 11. The CM defers a total of 11 contention transmission opportunities. If the first available Request IE is for 6 requests, the CM does not use these request opportunities and has 5 more opportunities to defer. If the next Request IE is for 2 requests, the CM has 3 more to defer. If the third Request IE is for 8 requests, the CM defers for 3 more request opportunities and transmits on the fourth request opportunity within this Request IE.

[bookmark: REQ7PTU2J_0]After a contention transmission, the CM waits for a Data Grant or Data Grant Pending in a subsequent MAP. Once one of these is received, the contention resolution is complete. The CM determines that the contention transmission was lost when it finds a MAP without a Data Grant or Data Grant Pending for it, and with an Ack time more recent than the time of transmission. REQ23054 The CM MUST now increase its back-off window by a factor of two, as long as it is less than the maximum back-off window. REQ23055 The CM MUST randomly select a number within its new back-off window and repeat the deferring process described above.

REQ23056 This re-try process continues until the maximum number of retries (16) has been reached, at which time the PDU MUST be discarded by the CM.

NOTE: The maximum number of retries is independent of the initial and maximum back-off windows that are defined by the CMTS.

REQ23057 If the CM receives a unicast Request or Data Grant at any time while deferring for this SID, it MUST stop the contention resolution process and use the explicit transmit opportunity.

The CMTS has much flexibility in controlling the contention resolution. At one extreme, the CMTS can choose to set up the Data Backoff Start and End to emulate an Ethernet-style back-off with its associated simplicity and distributed nature, but also its fairness and efficiency issues. This would be done by setting Data Backoff Start = 0 and End = 10 in the MAP. At the other end, the CMTS can make the Data Backoff Start and End identical and frequently update these values in the MAP so all cable modems are using the same, and hopefully optimal, back-off window.

REQ23058 A CM transmitting a RNG-REQ in the Initial Maintenance IE MUST perform truncated binary exponential backoff using the Ranging Backoff Start and Ranging Backoff End to control the backoff window. The algorithm works similarly to data transmissions, except for the calculation of transmit opportunities which is described in Section 7.2.2.2.

[bookmark: API_ID211492]Contention Resolution with Multiple Transmit Channel Mode Enabled

Contention bandwidth requesting in Multiple Transmit Channel Mode is similar to that described above. However, for Multiple Transmit Channel Mode, whenever a service flow is associated with more than one upstream channel, the CM counts the request opportunities in time-order across channels associated with the service flow.

REQ23059 For Multiple Transmit Channel Mode, the CM MUST defer request opportunities across all channels (TDMA, S-CDMA, or OFDMA) associated with the service flow according to the following rules:

1.	The CM maintains a data contention backoff window for every service flow. When a switch of SID Cluster occurs, the CM retains current backoff parameter state for each channel over which the service flow operates.

2.	When the CM initiates a contention request for a bonded service flow, it computes the sum N of the backoff windows defined by the MAPs for all upstream channels associated with the service flow. The backoff window on each channel is equivalent to 2**Data_Backoff_Start - 1. The CM randomly selects an integer in the range from 0 to N multiplied by the Multiplier to Contention Request Backoff Window (see the subsection Multiplier to Contention Request Backoff Window in Annex C) for the service flow.

3.	The CM orders contention request opportunities across the channels associated with the service flow in time order and transmits its contention request for the service flow after deferring the computed number of opportunities. Whenever the start times of request opportunities on two or more upstream channels align, the CM can pick the ordering of these opportunities as long as all opportunities are counted against the CM's randomly selected backoff value.

4.	After a contention transmission, the CM waits for a Data Grant or Data Grant Pending in a subsequent MAP. Once either is received, the contention resolution is complete for the case when the CM is not allowed to send requests in contention when there are requests outstanding. The CM determines that the contention transmission was lost when all MAPs for the upstream channels over which the service flow operates do not have a Data Grant or Data Grant Pending for the requesting SID Cluster and have an Ack time more recent than the time of transmission.

5.	When the CM determines from the MAPs that a contention request was lost, the CM increments the exponent count by one for each of the upstream channels associated with the service flow provided that the Data Backoff End limit has not been reached. If the exponent count already had reached Data Backoff End on a particular channel, then the exponent is not incremented. The CM calculates the sum of the backoff windows over all the channels, performs the backoff as in Rule 2, and transmits the request using the randomly selected opportunity.

[bookmark: REQ7PTUAP_0]6.	As long as the contention has not been resolved, this retry process continues until the maximum number of consecutive contention retries (16) has been reached, at which time the CM discards from the head of the upstream transmit queue those packets corresponding to the last request transmitted for the service flow. The maximum number of retries is independent of the initial and maximum back-off windows that are defined by the CMTS. REQ23060 When counting request retries for modifying the backoff windows, the CM MUST only count requests sent in contention regions. Thus, in the case that only one outstanding contention request is allowed for the service flow, requests sent in piggyback mode and lost due to noise will not impact the backoff window used by the CM for sending contention requests. In the case of multiple outstanding contention requests, the CM might not know which requests were lost and which were not. REQ23061 So when it is not clear whether a contention request versus piggyback request was lost, the CM MUST assume that a contention request was lost, which will impact the backoff window for the next contention request.

REQ23062 If the CM receives a unicast Request opportunity or Data Grant at any time while deferring for this SID Cluster, it MUST stop the contention resolution process and use the explicit transmit opportunity.

[bookmark: REQ7PTUES_0]REQ23063 While a CM is still attempting to resolve contention for a particular request, the CM MUST ignore changes in values of backoff parameters in MAP messages associated with upstream channels used by the service flow. REQ23064 For any new request that is not a retry, the CM MUST use the backoff parameters in the most recently received non-probe MAPs in computing the sum of the backoff windows.

If the CMTS permits multiple outstanding contention requests for the service flow, the CM can transmit additional contention requests. The SID associated with the request can be the same SID or different SID of the service flow's SID Cluster depending on the channel upon which the request is made.

REQ23065 For Multiple Transmit Channel Mode, the CM MUST order request opportunities across all channels associated with the service flow in time order according to the following rules:

1.	Whenever the start times of TDMA request opportunities on two or more upstream channels are identical, the CM can select the ordering among these opportunities.

2.	When the channels associated with a service flow have burst profiles that employ upstream interleaving with different latencies or there are some channels that do employ interleaving and others that do not, the CM can select an ordering that reflects when bytes are presented to the physical layer instead of when the request burst is transmitted.

3.	Whenever multiple contention request opportunities are located in the same S-CDMA frame or when multiple contention request opportunities are located in overlapping S-CDMA frames that are on two or more upstream channels, the CM can select the ordering among these opportunities.

4.	When different channels have different S-CDMA frame sizes (in symbols), the CM can select an ordering that reflects when bytes are presented to the PHY instead of when the request burst is transmitted.

5.	If S-CDMA frames containing contention opportunities overlap in time with TDMA contention opportunities on other channels, the CM can select the ordering of these opportunities. In this specific case, an additional allowance is provided for the TDMA contention opportunities in relation to the S-CDMA opportunities on other channels whereby the CM can select how a TDMA opportunity is ordered with respect to S-CDMA contention opportunities in the S-CDMA frame that overlaps the TDMA opportunity or the frame just before or the frame just after.

6.	Whenever multiple contention request opportunities are located in the same OFDMA frame or when multiple contention request opportunities are located in overlapping OFDMA frames that are on two or more upstream channels, the CM can select the ordering among these opportunities.

7.	When different channels have different OFDMA frame sizes (in symbols), the CM can select an ordering that reflects when bytes are presented to the PHY instead of when the request burst is transmitted.

8.	If OFDMA frames containing contention opportunities overlap in time with TDMA contention opportunities on other channels, the CM can select the ordering of these opportunities. In this specific case, an additional allowance is provided for the TDMA contention opportunities in relation to the OFDMA contention opportunities on other channels whereby the CM can select how a TDMA opportunity is ordered with respect to OFDMA contention opportunities in the OFDMA frame that overlaps the TDMA opportunity or the frame just before or the frame just after.

9.	If OFDMA frames containing contention opportunities overlap in time with S-CDMA frames containing contention opportunities on other channels, the CM can select the ordering of these opportunities. In this specific case, an additional allowance is provided for the contention opportunities in the OFDMA frame in relation to the contention opportunities in the S-CDMA frame that overlaps the OFDMA frame, or the frame just before or the frame just after.

10.	TDMA contention opportunities on a channel shall be deferred in time order, although not necessarily consecutively due to opportunities on other channels.

11.	S-CDMA contention opportunities in a later S-CDMA frame shall not be ordered prior to contention opportunities in an earlier S-CDMA frame on the same channel.

12.	OFDMA contention opportunities in a later OFDMA frame shall not be ordered prior to contention opportunities in an earlier OFDMA frame on the same channel.

13.	For OFDMA channels with multiple contention opportunities per minislot, the contention opportunities for lower numbered minislots are ordered prior to contention opportunities in higher numbered minislots.

REQ23066 A CM transmitting a RNG-REQ, B-INIT-RNG-REQ, or O-INIT-RNG-REQ in the Initial Maintenance IE MUST perform truncated binary exponential backoff on the single channel itself using the Ranging Backoff Start and Ranging Backoff End of the MAP associated with the channel to control the backoff window. Contention resolution on a single channel is performed as described in the section applying to Pre-3.0 DOCSIS operation (Section 7.2.2.1.1).

[bookmark: API_ID211507]Transmit Opportunities

A Transmit Opportunity is defined as any minislot in which a CM may be allowed to start a transmission. Transmit Opportunities typically apply to contention opportunities and are used to calculate the proper amount to defer in the contention resolution process.

The number of Transmit Opportunities associated with a particular IE in a MAP is dependent on the total size of the region as well as the allowable size of an individual transmission. As an example, assume a contention REQ IE defines a region of 12 minislots. For an S-CDMA or TDMA channel, if the UCD defines a REQ Burst Size that fits into a single minislot then there are 12 Transmit Opportunities associated with this REQ IE, that is, one for each minislot. If the UCD defines a REQ that fits in two minislots, then there are six Transmit Opportunities and a REQ can start on every other minislot. For OFDMA channels, if the UCD defines a REQ that fits in 1/8 of a minislot, then there are 96 Transmit Opportunities associated with this 12 minislot REQ IE, and a REQ can start every N/8 symbols where N is the number of symbols per minislot.

As another example for an S-CDMA or TDMA channel, assume a Request_2 IE that defines a 24 minislot region. If it is sent with a SID of 0x3FF4 (refer to Annex A), then a CM can potentially start a transmission on every fourth minislot; so this IE contains a total of six Transmit Opportunities (TX OP). Similarly, a SID of 0x3FF6 implies four TX OPs; 0x3FF8 implies three TX OPs; and 0x3FFC implies two TX OPs.

REQ23067 For a Broadcast Initial Maintenance IE, a CM MUST start its transmission in the first minislot of the region; therefore it has a single Transmit Opportunity. The remainder of the region is used to compensate for the round-trip delays since the CM has not yet been ranged.

Probe IEs, Station Maintenance IEs, Short/Long Data Grant IEs, Adv PHY Short/Long Data Grant IEs, Adv PHY Unsolicited Grant IEs, unicast Initial Maintenance, and unicast Request IEs are unicast and thus are not typically associated with contention Transmit Opportunities. They represent a single dedicated, or reservation based, Transmit Opportunity.

This is summarized in Table 88:

[bookmark: _Ref513230163][bookmark: _Toc513557798][bookmark: API_ID211511]Table 88 - Transmit Opportunity Summary

		Interval

		SID Type

		Transmit Opportunity



		Request

		Broadcast

		# minislots required for a Request in the case of a TDMA or S-CDMA channel, or the number of symbols required for a request in the case of an OFDMA channel



		Request

		Multicast

		# minislots required for a Request in the case of a TDMA or S-CDMA channel, or the number of symbols required for a request in the case of an OFDMA channel



		Request_2

		Broadcast

		Not allowed



		Request_2

		Well-known Multicast: 0x3FF0

		As defined in Annex A.2.2 for OFDMA channels, the number of symbols required for a request (a request subslot); not allowed for TDMA or S-CDMA channels



		Request_2

		Well-known Multicast 0x3FF1:0x3FFE

		As defined by SID in Annex A.2.2 or TDMA or S-CDMA channels; not allowed for an OFDMA channel



		Request_2

		Multicast

		Not allowed



		Initial Maint.

		Broadcast

		Entire interval is a single transmit opportunity





NOTE: Transmit Opportunity should not be confused with Burst Size. Burst Size requirements are specified in Table 29.

[bookmark: REQ7PTUMX_0]REQ23068 For Multiple Transmit Channel Mode, the CM MUST place traffic into segments based on the start time of each segment. REQ23069 Traffic at the head of the service flow queue MUST be placed into the segment which is transmitted first with the following exceptions:

REQ23069.1 Whenever the start times of TDMA transmit opportunities on two or more upstream channels are identical, the CM can select the ordering among these opportunities.

REQ23069.2 When multiple channels are associated with a service flow and have burst profiles that employ interleaving with different latencies or there are some channels that do employ interleaving and others that do not, the CM can select an ordering that reflects when bytes are presented to the physical layer instead of when the data burst is transmitted.

REQ23069.3 Whenever transmit opportunities for a service flow are located in overlapping S-CDMA frames that are on two or more upstream channels, the CM can select the ordering among these opportunities.

REQ23069.4 Whenever transmit opportunities for a service flow are located in overlapping OFDMA frames that are on two or more upstream channels, the CM can select the ordering among these opportunities.

REQ23069.5 When different channels have different S-CDMA frame sizes (in symbols), the CM may select an ordering that reflects when bytes are presented to the PHY layer instead of when the burst is transmitted.

REQ23069.6 When different channels have different OFDMA frame sizes (in symbols), the CM can select an ordering that reflects when bytes are presented to the PHY layer instead of when the burst is transmitted.

REQ23069.7 If S-CDMA frames containing transmission opportunities for a service flow overlap in time with TDMA transmission opportunities on other channels, the CM can select the ordering of these opportunities.  In this specific case, an additional allowance is provided for the TDMA opportunities in relation to the S-CDMA opportunities on other channels whereby the CM can select how a TDMA opportunity is ordered with respect to S-CDMA opportunities in the S-CDMA frame that overlaps the TDMA opportunity or the frame just before or the frame just after.

REQ23069.8 If OFDMA frames containing transmission opportunities for a service flow overlap in time with TDMA transmission opportunities on other channels, the CM can select the ordering of these opportunities.  In this specific case, an additional allowance is provided for the TDMA opportunities in relation to the OFDMA opportunities on other channels whereby the CM can select how a TDMA opportunity is ordered with respect to OFDMA opportunities in the OFDMA frame that overlaps the TDMA opportunity or the frame just before or the frame just after.

REQ23069.9 If S-CDMA frames containing transmission opportunities for a service flow overlap in time with OFDMA transmission opportunities on other channels, the CM can select the ordering of these opportunities.  In this specific case, an additional allowance is provided for the OFDMA opportunities in relation to the S-CDMA opportunities on other channels whereby the CM can select how an OFDMA opportunity is ordered with respect to S-CDMA opportunities in the S-CDMA frame that overlaps the OFDMA opportunity or the frame just before or the frame just after.

REQ23069.10 TDMA transmit opportunities on a channel shall be used for segmentation in time order.

REQ23069.11 S-CDMA transmission opportunities in a later S-CDMA frame shall not be ordered prior to transmission opportunities in an earlier S-CDMA frame on the same channel.

REQ23069.12 OFDMA transmission opportunities in a later OFDMA frame shall not be ordered prior to transmission opportunities in an earlier OFDMA frame on the same channel.

[bookmark: API_ID211530]CM Bandwidth Utilization

The following rules govern the response a CM makes when processing MAPs:

NOTE: These standard behaviors can be overridden by the CM's Request/Transmission Policy (see the subsection Request/Transmission Policy in Annex C).

1.	REQ23070 When a CM has data to send, it MUST first use any available Data Grants assigned to the Service Flow or Class of Service if it is allowed to do so. REQ23071 If there are no Data Grants, the CM MUST then use an available unicast request opportunity. If there are no unicast request opportunities, then the CM can use broadcast/multicast request opportunities for which it is eligible while complying with the contention backoff requirements in Section 7.2.2.1. The intent is that the CM use Data Grants to send data when it is able to do so, and if it needs to request, then it looks for a non-contention request, if available, to make a request before resorting to request opportunities in contention. The use of piggybacked requests relative to other types of requests is left unspecified, except for requirements in Section 7.2.5.

2.	REQ23072 For Multiple Transmit Channel Mode, a CM MUST NOT have more requests outstanding per SID Cluster than the Maximum Requests per SID Cluster, which is a parameter that can be included in the registration response message. REQ23073 When Multiple Transmit Channel Mode is disabled, a CM MUST NOT have more than one Request outstanding at a time for a particular Service ID.

3.	REQ23074 When Multiple Transmit Channel Mode is disabled, if a CM has a Request outstanding it MUST NOT use intervening contention intervals for that Service ID.

4.	REQ23075 When operating with a DOCSIS 3.1 CMTS and prior to receiving a Registration Response Message, the CM MUST NOT have more than one Request outstanding.

5.	SP_MULPIv3_1-REQ7341 When operating on an FDX upstream channel, the FDX CM MUST transmit in grants for segment header on service flows even when the FDX CM has no traffic to send. SP_MULPIv3_1-REQ7342 The FDX CM MUST send a segment header and pad out to the grant boundary if it has no traffic to send for these flows. This ensures the minimum grant bandwidth is met for FDX channels.

[bookmark: API_ID211539][bookmark: _Toc531185547]Upstream Service Flow Scheduling Services

The following sections define the basic upstream Service Flow scheduling services and list the QoS parameters associated with each service. A detailed description of each QoS parameter is provided in Annex C. The section also discusses how these basic services and QoS parameters can be combined to form new services, such as, Committed Information Rate (CIR) service.

Scheduling services are designed to improve the efficiency of the poll/grant process. By specifying a scheduling service and its associated QoS parameters, the CMTS can anticipate the throughput and latency needs of the upstream traffic and provide polls and/or grants at the appropriate times.

The CMTS can schedule upstream grants reactively, i.e. in response to a request from the CM, and it can schedule grants proactively, based on anticipated demand.  With proactive scheduling, the CMTS estimates the bandwidth demand of the Service Flow in advance, and provides grants on the basis of this estimate, with the intention being that grants are made available for packets arriving at the CM without the need for an explicit request, thereby reducing latency.  In order to ensure low latency performance, the CMTS would need to ensure that it provides grants that are at least sufficient to accommodate the packets arriving at the CM.  If the CMTS underestimates the instantaneous demand for bandwidth, packets will queue up at the CM awaiting a transmission opportunity.  On the other hand, if the CMTS overestimates the instantaneous demand, latency performance will be achieved, but some portion of the grants will go unutilized.  If the overestimate occurs when the channel is uncongested, it could be of little consequence, since the channel was not fully utilized anyway.  However, if the overestimate occurs when the channel is saturated, the result could be inefficiency in channel bandwidth utilization, as the unused minislots likely could have been used by another Service Flow.  Thus, an accurate estimate is important.  The algorithm by which the CMTS estimates bandwidth demand and proactively schedules grants is vendor-specific.

Each service is tailored to a specific type of data flow as described below. The basic services comprise: Unsolicited Grant Service (UGS), Real-Time Polling Service (rtPS), Unsolicited Grant Service with Activity Detection (UGS-AD), Non-Real-Time Polling Service (nrtPS) and Best Effort (BE) service and Proactive Grant Service (PGS). Table 89 shows the relationship between the scheduling services and the related QoS parameters.

[bookmark: API_ID211541]Unsolicited Grant Service

[bookmark: REQ7PTUW4_0][bookmark: REQ7PTUY5_0]The Unsolicited Grant Service (UGS) is designed to support real-time service flows that generate fixed size data packets on a periodic basis, such as Voice over IP. UGS offers fixed size grants (in bytes) on a real-time periodic basis, which eliminate the overhead and latency of CM requests and assure that grants will be available to meet the flow's real-time needs. REQ23076 The CMTS MUST provide fixed size data grants at periodic intervals to the Service Flow. In order for this service to work correctly, the Request/Transmission Policy setting (see the subsection Request/Transmission Policy in Annex C) must be such that the CM is prohibited from using any contention request or Request_2 opportunities and the CMTS should not provide any unicast request opportunities. The Request/Transmission Policy must also prohibit piggyback requests. REQ23077 The CMTS MUST reject a UGS Service Flow for which the Request/Transmission Policy contains the value zero for any of the bits 0-4. This will result in the CM only using unsolicited data grants for upstream transmission. All other bits of the Request/Transmission Policy are not relevant to the fundamental operation of this scheduling service and should be set according to network policy. The key service parameters are the Unsolicited Grant Size, the Nominal Grant interval, the Tolerated Grant Jitter and the Request/Transmission Policy. (Refer to Appendix III.)

The Unsolicited Grant Synchronization Header (UGSH) in the Service Flow EH Element (refer to Section 6.2.6.4.2) is used to pass status information from the CM to the CMTS regarding the state of the UGS Service Flow. The most significant bit of the UGSH is the Queue Indicator (QI) flag. When the QI flag is set it indicates a rate overrun condition for the Service Flow. When the QI flag is clear it indicates a rate non-overrun condition for the Service Flow. The QI flag allows the CMTS to provide a dynamic rate-compensation function by issuing additional grants.

[bookmark: REQ7PTV07_0]REQ23078 The CM MUST set the QI flag when it detects that the packet reception rate is greater than the upstream transmission rate. REQ23079 The CM MUST clear the QI flag when it detects that the packet reception rate is equal to or less than the upstream transmission rate and the queued packet backlog is cleared.

[bookmark: REQF8EL21_0][bookmark: REQF8ELO1_0][bookmark: REQF86M31_0]The number of packets already queued for upstream transmission is a measure of the rate differential between received and transmitted packets. REQ27520 The CM SHOULD set the QI flag when the number of packets queued is greater than the number of Grants per Interval parameter of the Active QoS set. REQ27521 The CM SHOULD clear the QI flag when the number of packets queued is less than or equal to the number of Grants per Interval parameter of the Active QoS set. REQ27386 The QI flag of each packet MAY be set by the CM either at the time the packet is received and queued or at the time the packet is dequeued and transmitted.

[bookmark: REQF86TA1_0]REQ27388 The CM MAY set/clear the QI flag using a threshold of two times the number of Grants per Interval parameter of the Active QoS set. REQ27389 Alternatively, the CM MAY provide hysteresis by setting the QI flag using a threshold of two times the number of Grants per Interval, then clearing it using a threshold of one times the number of Grants per Interval.

[bookmark: REQF8EML1_0][bookmark: REQ7PTV49_0]REQ23080 The CMTS MUST NOT allocate more grants per Nominal Grant Interval than the Grants Per Interval parameter of the Active QoS Parameter Set, excluding the case when the QI bit of the UGSH is set. REQ27522 In this case, the CMTS SHOULD grant up to 1% additional bandwidth for clock rate mismatch compensation. REQ23081 If the CMTS grants additional bandwidth, it MUST limit the total number of bytes forwarded on the flow during any time interval to Max(T), as described in the expression:

Max(T) = T * (R*1.01) + 3B

Where Max(T) is the maximum number of bytes transmitted on the flow over a time T (in units of seconds), R = (grant_size * grants_per_interval)/nominal_grant_interval, and B = grant_size*grants_per_interval.

The active grants field of the UGSH is ignored with UGS service. The CMTS policing of the Service Flow remains unchanged.

UGS services can be configured for either segment header-on or segment header-off. 

As described in Section 8.3.2.2, the CMTS will generally not allocate bandwidth on more than one upstream channel for a UGS flow with Segment Header OFF. An exception to this might be a UGS flow for which unambiguous grant ordering is enforced by the selection of a Nominal Grant Interval that is less (by some margin) than the Tolerated Grant Jitter. In such a service flow, packet ordering can be assured without the need and overhead of segment headers.

SP_MULPIv3_1-REQ7343 The CMTS MUST NOT schedule UGS flows on FDX channels.  (Note: This ties into minimum grant bandwidth and problem that there is no good way to pad unused segment-header off grants)

[bookmark: API_ID211559]Real-Time Polling Service

The Real-Time Polling Service (rtPS) is designed to support real-time service flows that generate variable size data packets on a periodic basis, such as MPEG video. The service offers real-time, periodic, unicast request opportunities, which meet the flow's real-time needs and allow the CM to specify the size of the desired grant. This service requires more request overhead than UGS, but supports variable grant sizes for optimum data transport efficiency.

[bookmark: REQ7PTV6B_0][bookmark: REQF86O71_0]REQ23082 The CMTS MUST provide periodic unicast request opportunities. In order for this service to work correctly, the Request/Transmission Policy setting (see the subsection Request/Transmission Policy in Annex C) should be such that the CM is prohibited from using any contention request or Request_2 opportunities. The Request/Transmission Policy should also prohibit piggyback requests. REQ23083 The CMTS MUST reject an rtPS Service Flow for which the Request/Transmission Policy contains the value zero for any of the bits 0-4. REQ27387 The CMTS MAY issue unicast request opportunities as prescribed by this service even if a grant is pending. This will result in the CM using only unicast request opportunities in order to obtain upstream transmission opportunities (the CM could still use unsolicited data grants for upstream transmission as well). All other bits of the Request/Transmission Policy are not relevant to the fundamental operation of this scheduling service and should be set according to network policy. The key service parameters are the Nominal Polling Interval, the Tolerated Poll Jitter and the Request/Transmission Policy.

[bookmark: API_ID211566]Unsolicited Grant Service with Activity Detection

The Unsolicited Grant Service with Activity Detection (UGS-AD) is designed to support UGS flows that may become inactive for substantial portions of time (i.e., tens of milliseconds or more), such as Voice over IP with silence suppression. The service provides Unsolicited Grants when the flow is active and unicast polls when the flow is inactive. This combines the low overhead and low latency of UGS with the efficiency of rtPS. Though UGS-AD combines UGS and rtPS, only one scheduling service is active at a time.

[bookmark: REQ7PTV9D_0][bookmark: REQ7PTVAE_0]REQ23084 The CMTS MUST provide periodic unicast grants, when the flow is active. REQ23085 The CMTS MUST revert to providing periodic unicast request opportunities when the flow is inactive. The CMTS can detect flow inactivity by detecting unused grants. However, the algorithm for detecting a flow changing from an active to an inactive state is dependent on the CMTS implementation. In order for this service to work correctly, the Request/Transmission Policy setting (see the subsection Request/Transmission Policy in Annex C) must be such that the CM is prohibited from using any contention request or Request_2 opportunities. The Request/Transmission Policy must also prohibit piggyback requests. REQ23086 The CMTS MUST reject a UGS-AD Service Flow for which the Request/Transmission Policy contains the value zero for any of the bits 0-4. This results in the CM using only unicast request opportunities in order to obtain upstream transmission opportunities. However, the CM will use unsolicited data grants for upstream transmission as well. All other bits of the Request/Transmission Policy are not relevant to the fundamental operation of this scheduling service and should be set according to network policy. The key service parameters are the Nominal Polling Interval, the Tolerated Poll Jitter, the Nominal Grant Interval, the Tolerated Grant Jitter, the Unsolicited Grant Size and the Request/Transmission Policy.

[bookmark: REQ7PTVCF_0][bookmark: REQ7PTVDG_0]REQ27523 In UGS-AD service, when restarting UGS after an interval of rtPS, the CMTS SHOULD provide additional grants in the first (and/or second) grant interval such that the CM receives a total of one grant for each grant interval from the time the CM requested restart of UGS, plus one additional grant.  (Refer to Appendix III.) REQ23087 Because the Service Flow is provisioned as a UGS flow with a specific grant interval and grant size, when restarting UGS with MTC mode disabled, the CM MUST NOT request a different sized grant than the already provisioned UGS flow. When MTC mode is enabled, the CM is allowed to send any non-zero value for the request. As with any Service Flow, changes can only be requested with a DSC command. REQ23088 If the restarted activity requires more than one grant per interval, the CM MUST indicate this in the Active Grants field of the UGSH beginning with the first packet sent.

[bookmark: REQF86VX1_0][bookmark: REQ7PTVEH_0][bookmark: REQ7PTVGI_0]The Service Flow Extended Header Element allows for the CM to dynamically state how many grants per interval are required to support the number of flows with activity present. REQ27390 In UGS-AD, the CM MAY use the Queue Indicator Bit in the UGSH. The remaining seven bits of the UGSH define the Active Grants field. This field defines the number of grants within a Nominal Grant Interval that this Service Flow currently requires. REQ23089 When using UGS-AD, the CM MUST indicate the number of requested grants per Nominal Grant Interval in this field. The Active Grants field of the UGSH is ignored with UGS without Activity Detection. This field allows the CM to signal to the CMTS to dynamically adjust the number of grants per interval that this UGS Service Flow is actually using. REQ23090 The CM MUST NOT request more than the number of Grants per Interval in the ActiveQoSParameterSet.

REQ23091 If the CMTS allocates additional bandwidth in response to the QI bit, it MUST use the same rate limiting formula as UGS, but the formula only applies to steady state periods where the CMTS has adjusted the Grants per Interval to match the Active Grants requested by the CM.

[bookmark: REQ7PTVIK_0]REQ27391 When the CM is receiving unsolicited grants and it detects no activity on the Service Flow, it MAY send one packet with the Active Grants field set to zero grants and then cease transmission. REQ23092 Because this packet might not be received by the CMTS, when the Service Flow goes from inactive to active the CM MUST be able to restart transmission with either polled requests or unsolicited grants.

SP_MULPIv3_1-REQ7344 The CMTS MUST NOT schedule UGS-AD flows on FDX channels.  (Note: This ties into minimum grant bandwidth and problem that there is no good way to pad unused segment-header off grants)

[bookmark: API_ID211587]Non-Real-Time Polling Service

The Non-Real-Time Polling Service (nrtPS) is designed to support non real-time service flows that require variable size data grants on a regular basis, such as high bandwidth FTP. The service offers unicast polls on a regular basis which assures that the flow receives request opportunities even during network congestion. The CMTS typically polls nrtPS service flows on an (periodic or non-periodic) interval on the order of one second or less. 

[bookmark: REQ7PTVKM_0]REQ23093 The CMTS MUST provide timely unicast request opportunities. In order for this service to work correctly, the Request/Transmission Policy setting (see the subsection Request/Transmission Policy in Annex C) should be such that the CM is allowed to use contention request opportunities. REQ23094 The CMTS MUST reject an nrtPS Service Flow for which the Request/Transmission Policy contains the value one for any of the bits 0-2. This will result in the CM using contention request opportunities as well as unicast request opportunities and unsolicited data grants. All other bits of the Request/Transmission Policy are not relevant to the fundamental operation of this scheduling service and should be set according to network policy. The key service parameters are Nominal Polling Interval, Minimum Reserved Traffic Rate, Maximum Sustained Traffic Rate, Request/Transmission Policy and Traffic Priority.

[bookmark: API_ID211593]Best Effort Service

[bookmark: REQ7PTVMN_0]The intent of the Best Effort service is to provide efficient service to best effort traffic. In order for this service to work correctly, the Request/Transmission Policy setting should be such that the CM is allowed to use contention request opportunities. REQ23095 The CMTS MUST reject a Best Effort Service Flow for which the Request/Transmission Policy contains the value one for any of the bits 0-2. This will result in the CM using contention request opportunities as well as unicast request opportunities and unsolicited data grants. All other bits of the Request/Transmission Policy are not relevant to the fundamental operation of this scheduling service and should be set according to network policy. The key service parameters are the Minimum Reserved Traffic Rate, the Maximum Sustained Traffic Rate, and the Traffic Priority.



Proactive Grant Service

The Proactive Grant Service (PGS) is designed to provide low latency for US Service Flows that may carry variable size data packets with random packet arrivals. The intention of Proactive Grant Service is that the CMTS proactively schedules a stream of grants to the Service Flow at a constantly adjusted rate that generally matches or exceeds the instantaneous demand.  In doing so, the CMTS ensures that the vast majority of packets carried by the Service Flow can be transmitted without being delayed by the Request-Grant process.



During periods where the CMTS estimates no demand for bandwidth for a particular PGS Service Flow, it can conserve bandwidth by providing periodic unicast request opportunities, rather than a stream of grants.  



The key service parameters for PGS include Guaranteed Grant Interval (GGI), Guaranteed Grant Rate (GGR), Guaranteed Request Interval (GRI), and all the Quality of Service parameters applicable to the BE scheduling type. Specifically,

GGI, GGR and GRI provide a mechanism for the CMTS to bound the upstream media access latency by providing a minimum rate of proactive grants and/or request opportunities.

The BE service flow parameters allow the CMTS to grant additional bandwidth subject to the BE QoS settings.





If traffic activity is detected on a PGS service flow, the CMTS provides unsolicited data transmission opportunities at a minimum rate of GGR with an interval less than or equal to the GGI. The algorithm for detecting traffic activity on a PGS service flow is CMTS vendor specific.



If GRI is set to a non-zero value, the CMTS enforces GRI by providing request opportunities at an interval less or equal to GRI. Specifically, 

The CMTS MUST provide unicast request opportunities at the guaranteed interval of GRI when there is no traffic activity detected on a PGS service flow. 


When there is traffic activity, a data transmission opportunity also provides a request opportunity via piggyback request. The CMTS MUST ensure the next request opportunity, unicast, tu, or piggyback tp, in reference to the last request opportunity, unicast, t’u or piggyback, t’p, satisfies,


MIN(tu, tp) <= MAX(t’u, t’p) + GRI, 


where MIN( tu, tp) returns the smaller value of the two numbers in comparison, and MAX(t’u, t’p) returns the larger value of the two numbers in comparison.

The two parameters GGI and GGR provide bounds on the proactive scheduling algorithm at the CMTS, with GGI acting as an upper bound on the spacing of transmission opportunities, and GGR acting as a lower bound on the amount of data that can be transmitted by the Service Flow using proactive grants.  The CMTS SHOULD monitor Service Flow activity and adjust proactive grant scheduling so as to minimize media access delays in cases where the rate of traffic carried by the Service Flow exceeds the rate defined by GGR.

A PGS service flow is not prohibited from using any types of request opportunities including contention request, Request_2 opportunities, unicast request, or piggyback request opportunities. The PGS service flow must be configured to use the Segment Header On option in the Request/Transmission Policy settings. The CMTS MUST reject a PGS service flow if the Request/Transmission Policy selects the Segment Header Off option. 



The selection of PGS scheduling type (and proactive scheduling in general) does not impact the manner in which the CM calculates and makes requests for the Service Flow. The CM will continue to send Request messages and piggybacked requests based on bytes in queue as discussed further in [xref section 7.2.1.4.2].  The CMTS scheduler can utilize this request information when making its prediction of bandwidth demand, taking into account that the CM does not factor in grants that are scheduled for the future, even those in the same MAP as the current grant carrying the request.  



PGS scheduling is only enforced by the CMTS. For CMs that do not indicate Low Latency Support in CM capabilities, the CMTS MUST replace the PGS scheduling type with the BE scheduling type and remove the GGI, GGR and GRI parameters in Service Flow definitions in the Registration Response, DSA-REQ, or DSC-REQ. This enables configuration of proactive scheduling on CMs which do not indicate Low Latency Support in CM capabilities.



[bookmark: API_ID211597]Other Services

[bookmark: API_ID211598]Committed Information Rate (CIR)

A Committed Information Rate (CIR) service can be defined a number of different ways. For example, it could be configured by using a Best Effort service with a Minimum Reserved Traffic Rate or an nrtPS with a Minimum Reserved Traffic Rate.

[bookmark: API_ID211600]Parameter Applicability for Upstream Service Scheduling

Table 89 summarizes the relationship between the scheduling services and key QoS parameters. A detailed description of each QoS parameter is provided in the subsection Quality-of-Service-Related Encodings in Annex C.

[bookmark: _Ref513230164][bookmark: _Toc513557799][bookmark: API_ID211602]Table 89 - Parameter Applicability for Upstream Service Scheduling

		Service Flow Parameter

		Best Effort

		Non-Real-Time Polling

		Real-Time Polling

		Unsolicited Grant

		Unsolicited Grant with Activity Det.

		Proactive Granting



		Miscellaneous

		

		

		

		

		

		



		Traffic Priority

		Optional

Default = 0

		Optional

Default = 0

		N/A1

		N/A

		N/A

		Optional

Default = 0



		Max Concatenated Burst

		Optional

		Optional

		Optional

		N/A

		N/A

		Optional



		Upstream Scheduling Service Type

		Optional

Default = 2

		Mandatory

		Mandatory

		Mandatory

		Mandatory

		Mandatory



		Request/Transmission Policy

		Optional

Default = 0

		Mandatory

		Mandatory

		Mandatory

		Mandatory

		Optional

Default = 0



		Maximum Rate

		

		

		

		

		

		 



		Max Sustained Traffic Rate

		Optional

Default = 0

		Optional

Default = 0

		Optional

Default = 0

		N/A

		N/A

		Optional

Default = 0



		Max Traffic Burst

		Optional

Dflt = 3044

		Optional

Dflt = 3044

		Optional

Dflt = 3044

		N/A

		N/A

		Optional

Dflt = 3044



		Minimum Rate

		

		

		

		

		

		



		Min Reserved Traffic Rate

		Optional

Default = 0

		Optional

Default = 0

		Optional

Default = 0

		N/A

		N/A

		Optional

Default = 0



		Assumed Minimum Packet Size

		Optional2

		Optional3

		Optional3

		Optional3

		Optional3

		Optional3



		Guaranteed Grant Rate

		N/A

		N/A

		N/A

		N/A

		N/A

		Optional4

Default = 0



		Grants

		

		

		

		

		

		



		Unsolicited Grant Size

		N/A

		N/A

		N/A

		Mandatory

		Mandatory

		N/A



		Grants per Interval

		N/A

		N/A

		N/A

		Mandatory

		Mandatory

		N/A



		Nominal Grant Interval

		N/A

		N/A

		N/A

		Mandatory

		Mandatory

		N/A



		Tolerated Grant Jitter

		N/A

		N/A

		N/A

		Mandatory

		Mandatory

		N/A



		Guaranteed Grant Interval

		N/A

		N/A

		N/A

		N/A

		N/A

		Optional3,4





		Polls

		

		

		

		

		

		



		Nominal Polling Interval

		N/A

		Optional3

		Mandatory

		N/A

		Optional2

		N/A



		Tolerated Poll Jitter

		N/A

		N/A

		Optional3

		N/A

		Optional3

		N/A



		Guaranteed Request Interval

		N/A

		N/A

		N/A

		N/A

		N/A

		Optional3,4





		Active Queue Management

		

		

		

		

		

		



		Disable AQM

		Optional

Default = 0

		Optional

Default = 0

		N/A

		N/A

		N/A

		Optional

Default = 0



		Classic AQM Latency Target

		Optional

Default = 10 ms

		Optional

Default = 10 ms

		N/A

		N/A

		N/A

		Optional

Default = 10 ms 



		Table Notes:

1. N/A means not applicable to this service flow scheduling type. If included in a request for a service flow of this service flow scheduling type, this request is required to be denied.

2. Default is same as Nominal Grant Interval.

3. Default is CMTS-specific. 

See the requirement below this table.

4.  If configured, the valid range is CMTS specific   

		





The following requirement applies to Table 89:

REQ23096 The CMTS MUST deny a CM request for a service flow of Real Time Polling scheduling type if Traffic Priority is included in the request. 

[bookmark: API_ID211605]CM Transmit Behavior

In order for these services to function correctly, all that is required of the CM in regards to its transmit behavior for a service flow, is for it to follow the rules specified in Section 7.2.2, and the Request/Transmission Policy specified for the service flow.

[bookmark: API_ID211607][bookmark: _Toc531185548]Continuous Concatenation and Fragmentation

[bookmark: REQ7PTVPP_0][bookmark: REQ7PTVQQ_0]CMs in Multiple Transmit Channel Mode generally use Continuous Concatenation and Fragmentation (CCF) to fill data grants. CCF treats each service flow at the CM as a continuous stream of data regardless of the channel on which that data is transmitted. Each service flow is a different stream. REQ23097 When in Multiple Transmit Channel Mode, the CM MUST NOT use Pre-3.0 DOCSIS concatenation or Pre-3.0 DOCSIS fragmentation for any upstream service flow. REQ23098 When in Multiple Transmit Channel Mode, the CM MUST use CCF for upstream service flows configured for segment-header-on operation. CCF operates on a segment basis where a segment is an individual data grant to a service flow. CCF packs the grants with data in a streaming manner. The segmentation with CCF is performed on a per-service flow basis.

[bookmark: REQ7PTVRR_0][bookmark: REQ7PTVTS_0][bookmark: REQ7PTVUT_0][bookmark: REQ7PTVWU_0]With CCF, a segment header at the beginning of each segment contains a pointer to the beginning of the first MAC header contained in the segment. This is similar to the use of the MPEG pointer for locating the MAC frame boundaries in the downstream. Also contained in the segment header is a sequence number to show where the payload of this segment should be placed at the CMTS relative to payloads for other segments for this service flow. Due to varying propagation delays and overlapping segments on different channels, the segments are not guaranteed to arrive in order at the CMTS MAC. After the segment header, the CM places the next MAC bytes to be transmitted regardless of packet boundaries (there is no concatenation header or fragment header inserted with the data). REQ23099 The CM MUST fill each segment in the order of the rules given in Section 7.2.2. REQ23100 The CM MUST increment the sequence number in the segment header according to the order the CM is filling the segments for the service flow. REQ23101 As long as the CM has upstream traffic for a given service flow, it MUST completely fill each segment with the upstream traffic. REQ23102 Once the CM has partially filled a segment and there is no other MAC data available for transmission for that service flow, the CM MUST pad the remainder of the segment according to the rules specified in the FEC coding portions of the [DOCSIS PHYv3.1].

Figure 111 shows an example of CCF with segment headers.

[image: ]

[bookmark: _Ref513230165][bookmark: _Toc513557519][bookmark: API_ID211617]Figure 111 - CCF Using Segment Headers

The pointer field in the segment header allows the CMTS to find the packet boundaries in the event of a lost segment. The pointer in the segment header in grant 1 would point to the first byte after the segment header. The pointer in the segment header in grant 2 would point to the DOCSIS header of packet 3. The pointer in the segment header in grant 3 would point to the DOCSIS header of packet 6. Thus, if any segment is lost, the CMTS can still find the packet boundaries in the remaining segments. The CMTS MAC uses the grant size to determine how many MAC bytes to extract from each grant.

[bookmark: API_ID211619][bookmark: _Toc531185549]Pre-3.0 DOCSIS Concatenation and Fragmentation

As required of CMTSs for backward compatibility described in Annex G, Pre-3.0 DOCSIS Concatenation and Fragmentation requirements are specified in [DOCSIS MULPIv3.0] Section titled "Pre-3.0 DOCSIS Concatenation and Fragmentation." Pre-3.0 DOCSIS Concatenation and Fragmentation support is not required of the CM.

[bookmark: API_ID211621][bookmark: _Toc531185550]Upstream – Downstream Channel Association within a MAC Domain

[bookmark: API_ID211622][bookmark: _Toc531185551]Primary Downstream Channels

REQ23103 During initialization, the CM MUST select a single downstream channel with which to attempt initial ranging. This downstream channel is known as the CM's candidate Primary Downstream Channel. Over the course of normal operation, the CM's Primary Downstream Channel may be changed several times by the CMTS.

[bookmark: REQ7PTW0W_0]For pre-3.1 DOCSIS CMs, the CM receives SYNC messages only on its Primary Downstream Channel. REQ23104 The CM MUST ignore SYNC messages received on any downstream channel other than its Primary Downstream Channel.

For a DOCSIS 3.1 CM that is using an OFDM downstream channel as its candidate Primary Downstream Channel, the CM locates the preamble of the PHY Link Channel (PLC) of its Primary OFDM Downstream Channel, and then receives the DOCSIS Time Stamp, the OFDM channel definition, and the Profile A definition from the PLC. Once it has gathered this information, the CM will find the MDD message as well as MAPs and UCDs for associated upstream channel on Profile A of the Primary OFDM Downstream.

The CM receives and parses the MDD message from its Primary Downstream Channel for information to perform operations including plant topology resolution and initial upstream channel selection (see Section 10.2).

[bookmark: REQ7PTW3Y_0]REQ23105 A CM MUST change its candidate Primary Downstream Channel in response to a Downstream Frequency Override encoding in a RNG-RSP. REQ23106 A CM MUST change its Primary Downstream Channel in response to the Dynamic Bonding Change mechanism as described in Section 11.5.

[bookmark: REQ7PTW4Z_0][bookmark: REQ7PTW50_0]During initialization, the CM is required to receive only those MAPs and UCDs which are sent on its Primary Downstream Channel. For this reason, it is necessary for the Primary Downstream Channel to carry UCDs and MAPs for the upstream channel(s) upon which the CM will attempt initial ranging. REQ23107 Upon transmission of a REG-ACK message with a confirmation code of success(0), the CM MUST be capable of receiving MAPs and UCDs on all of the Downstream Channels in its Receive Channel Set. The CM uses the TLV 7.4 in the MDD message, the Downstream Channel(s) on which MAPs and UCDs for this Upstream Channel are sent in the Active Upstream Channel List, to identify which Downstream Channels in its Receive Channel Set carry the UCDs and MAPs for each upstream channel in its Transmit Channel Set. REQ23108 In the event that a particular Downstream Channel, upon which the CM is receiving UCDs and MAPs, becomes unavailable (e.g., via DBC or channel failure), or if the CM detects that UCDs and MAPs are no longer available on that channel, the CM MUST select a different Downstream Channel in its Receive Channel Set as the source for those UCDs and MAPs, if they are available. When selecting a different Downstream Channel in its Receive Channel Set, the CM uses the TLV 7.4 in the current MDD message to determine the potential source(s) for MAPs and UCDs. 

[bookmark: REQ7PTW61_0][bookmark: REQ7PTW82_0]The CM supports all post-DOCSIS 3.0 upstream channel types regardless of the type of the primary downstream channel. REQ23109 The CM MUST support both SC-QAM upstream channels and OFDMA upstream channels when using a SC-QAM primary downstream channel. REQ23110 The CM MUST support both SC-QAM upstream channels and OFDMA upstream channels when using an OFDM primary downstream channel. 

As defined in Section 9.1, the CM forwards broadcast data packets which are non-sequenced and unlabeled (i.e., broadcast data packets that do not have a DSID) that are received on its Primary Downstream Channel, and discards any such packets received on a channel other than the CM's Primary Downstream Channel. 

[bookmark: REQ7PTWB4_0]REQ23111 For Integrated CMTS implementations with four or fewer downstream single-channel QAM (SC-QAM) channels per RF port, the CMTS MUST support configuring all SC-QAM downstream channels to be primary-capable. REQ23112 For Integrated CMTS implementations with greater than four SC-QAM downstream channels per RF port, the CMTS MUST support configuring a minimum of 4 downstream channels to be primary-capable.

SP_MULPIv3_1-REQ7345 The Full Duplex-capable CMTS MUST configure all Full Duplex Channels operating as downstream channels to be non-primary downstream channels.

The CMTS transmits the following information on each pre-3.1 DOCSIS Primary-Capable Downstream Channel:

SYNC messages;

MDD messages containing all of the TLVs required for a Primary-Capable Channel per Section 6.4.28;

UCDs and MAPs for each upstream channel listed in the MDD Upstream Ambiguity Resolution Channel List.

NOTE: Pre-3.0 DOCSIS CMs are unable to use non-primary-capable downstream channels. As a result, a CMTS is not required to support functionality that is needed for pre-3.0 DOCSIS CMs (such as DES encryption) on these downstream channels.

The CMTS transmits the following information on the PHY Link Channel (PLC) of each DOCSIS 3.1 Primary-Capable OFDM Downstream Channel:

PLC Preamble;

DOCSIS Extended Timestamp messages;

Energy Management message blocks (if configured and enabled);

Message channel blocks containing the OCD message with explicit indication that the channel is primary-capable and the DPD message with Profile A definition.

Of these messages, only the PLC Preamble and DOCSIS Extended Timestamp are required to be transmitted every PLC frame. The other messages are inserted as needed.

The CMTS transmits the following information on Profile A of the data channel of each DOCSIS 3.1 Primary-Capable OFDM Downstream Channel:

OFDM channel Descriptor message and the definition for all downstream profiles that are used on the OFDMA downstream channel;

MDD messages containing all of the TLVs required for a Primary-Capable Channel per Section 6.4.28;

UCDs and MAPs for each upstream channel listed in the MDD Upstream Ambiguity Resolution Channel List.

The CMTS does not transmit Timing Synchronization messages on SC-QAM downstream channels that are not configured as Primary-Capable.

The CMTS does not transmit Energy Management message blocks on PLC sub-channel of OFDM downstream channels that are not configured as Primary-Capable.

[bookmark: API_ID211640]Backup Primary Downstream Channel

When registering a DOCSIS 3.1 CM, the CMTS will assign one primary capable downstream channel as the CM's primary downstream and might assign one or more other primary-capable downstream channels as backup primary channel(s) in the Receive Channel Configuration (RCC). When this happens, the CM would attempt to utilize one of the backup primary channel(s) as its new primary downstream channel if the original primary channel is no longer usable. The CM would communicate this event occurrence via a CM-STATUS message transmission to the CMTS.

REQ23113 All DOCSIS 3.1 CMs MUST be capable of configuring all downstream channel receivers as primary, i.e., timing may be driven out of any downstream receiver whether SC-QAM or OFDM.

[bookmark: REQF86Y81_0]REQ27524 When registering a DOCSIS 3.1 CM, the CMTS SHOULD assign at least one backup primary downstream channel to the CM in addition to the CM's primary downstream channel. REQ27392 The CMTS MAY assign multiple backup primary channels in the Primary Downstream Channel Assignment encoding in the Simplified RCC encodings. Since DOCSIS 3.0 CMs do not use the Simplified RCC encodings, they cannot be assigned any backup primary downstream channels.

REQ23114 The CMTS MUST indicate that a Backup Primary Downstream Channel is Primary-capable (MDD TLV Type 1.4) on the Primary channel's MDD (Downstream Active Channel List TLV) before including the Backup Primary Downstream Channel in the Primary Downstream Channel Assignment encoding in the Simplified RCC encodings assigned to the CM.

[bookmark: API_ID211647][bookmark: _Toc531185552]MAP and UCD Messages

[bookmark: REQLED7B1_0][bookmark: REQ7PTWH8_0]UCD and MAP messages for a given upstream channel can be sent on any non-FDX downstream channel in the MAC Domain, regardless of whether or not the channel is a Primary-Capable Downstream Channel. UCD and MAP messages for a given upstream channel may be sent on more than one downstream channel. A CMTS communicates which downstream channels carry MAPs and UCD messages for each upstream channel in the Upstream Active Channel List in the MDD message. REQ23115 A CMTS MUST transmit MAP and UCD messages for each upstream channel in a CM's Transmit Channel Set on at least one downstream channel in that CM's Receive Channel Set. REQ30368 If MAPs and UCDs are sent on an OFDM Downstream Channel, the CMTS MUST send these messages only on the Profile A of that channel. REQ23116 The CMTS MUST ensure that the UCDs and MAPs for a given upstream channel are identical on all downstream channels on which they are transmitted.

[bookmark: REQ7PTWKA_0][bookmark: REQ7PTWLB_0]REQ23117 Since each CM is only required to receive MAP messages for a particular upstream channel on a single downstream channel, the CMTS MUST transmit all of the MAPs for a given upstream channel on each of the downstream channels on which those MAPs are carried. REQ23118 The CMTS MUST transmit all UCDs for a particular upstream channel on each of the downstream channels on which the MAPs for that upstream channel are transmitted. REQ23119 On each Primary-Capable Downstream Channel, the CMTS MUST transmit UCDs and MAPs for each upstream channel listed in the Upstream Ambiguity Resolution Channel List TLV contained in the MDD on that downstream channel.

SP_MULPIv3_1-REQ7346 The CMTS MUST NOT transmit UCD and MAP messages on FDX channels.

[bookmark: _Toc531185553][bookmark: API_ID211655]Multiple MAC Domains 

[bookmark: REQ7PTWNC_0]The CMTS might operate in a configuration in which downstream channels are shared across multiple MAC domains. REQ23120 If a downstream channel is shared between multiple MAC domains, the CMTS MUST ensure that the downstream channel is primary-capable in only one of the MAC domains.

[bookmark: REQ7PTWPE_0]REQ23121 On a given downstream channel, the CMTS MUST ensure that MAPs and UCDs are transmitted for only a single MAC domain. REQ23122 If a downstream channel is primary capable and shared across multiple MAC domains, the CMTS MUST include the MAP and UCD Transport Indicator TLV in the MDD message. 

REQ23123 If the MAP and UCD Transport Indicator TLV is present in the MDD message, the CM MUST restrict the set of channels on which it receives MAPs and UCDs to those indicated by the MAP and UCD Transport Indicator TLV. If the MAP and UCD Transport Indicator TLV is not present in the MDD message, the CM can receive MAPs and UCDs from any of the Downstream Channels in its Receive Channel Set per Section 7.3.1.

[bookmark: API_ID211662][bookmark: _Toc531185554]DSID Definition

A DSID is a 20-bit value contained in a Downstream Service Extended Header (DS EHDR) on a frame that identifies a stream of packets to a set of CMs (see Section 6.2.6.6). The CM uses the DSID for purposes of downstream resequencing, filtering, and forwarding. A DSID value communicated to the CM by the CMTS is said to be "known" by the CM. Any DSID value not communicated to a CM is considered to be "unknown" by the CM.

The CMTS inserts a Downstream Service Extended Header (DS EHDR) on each sequenced downstream packet to provide the DSID value and the packet's sequence number specific to that DSID. The use of a DSID to identify a particular packet stream sequence allows DOCSIS 3.0 CMs to filter downstream packets based on the DSID value and resequence only those packets intended to be forwarded through the CM.

The CMTS labels all packets of a multicast session with a DSID, and communicates that DSID to the set of CMs that are intended to forward that session. DOCSIS 3.0 CMs will only forward multicast traffic that is labeled with a known DSID. In order to reach all the intended recipients, the CMTS replicates a multicast packet as necessary among the downstream channels of a MAC Domain. The CMTS inserts a DS EHDR on multicast packets to provide the DSID which identifies the CM or set of CMs that will forward a particular replication of a multicast session.

A DSID used to provide sequenced delivery of packets, and hence to identify a resequencing context in the CM, is termed a Resequencing DSID. A DSID used to label multicast packets is termed a Multicast DSID. A DSID can be used simultaneously for both purposes (e.g., sequenced multicast delivery).

The stream of packets identified by a DSID is independent of a CMTS service flow. For example, the CMTS may transmit packets labeled with the same DSID for one or more Individual Service Flows forwarded to the same CM. Alternatively, the CMTS may classify different IP multicast sessions each with different DSIDs to the same "Group" Service Flow (see Section 7.5.8).

A CMTS communicates DSIDs to CMs with the following messages:

The MDD message contains a "Pre Registration DSID" intended for pre-registration downstream multicasts, see Section 6.4.28.1.5;

The REG-RSP or REG-RSP-MP message contains DSID Encodings that define an initial set of DSIDs to be recognized by the CM (see subsection RCC Error Encodings in Annex C);

The DBC-REQ message dynamically updates the set of DSIDs recognized by the CM after registration (add, delete, or modify), see Section 6.4.20.1.3.

REQ23124 The CMTS MUST assign DSID values uniquely per MAC Domain. This simplifies operational reporting of DSIDs by the CMTS. DSID values are intended to be internally assigned by the CMTS, and not externally assigned by an OSSI application.

[bookmark: REQ7PTWWI_0]REQ23125 The CM MUST report the total number of DSIDs it supports for filtering purposes (see the subsection Total Downstream Service ID (DSID) Support in Annex C). REQ23126 The CM also MUST report the number of Resequencing DSIDs (see subsection Resequencing Downstream Service ID (DSID) Support in Annex C) and the number of Multicast DSIDs supported (see subsection Multicast Downstream Service ID (DSID) Support in Annex C). 

REQ23128 The CM MUST report at least 32 Total DSIDs, 16 Resequencing DSIDs, and 16 Multicast DSIDs. If the CM reports values larger than the minimum for any of the DSID capabilities, the Total DSIDs may be less than the sum of the Resequencing DSIDs and Multicast DSIDs to allow for CM optimization of resource utilization.

[bookmark: REQ7PTX1M_0][bookmark: REQ7PTX3N_0]REQ23129 The CMTS MUST NOT signal a CM to add more DSIDs than the CM reports in the Total Downstream Service ID Support capability encoding (see subsection Total Downstream Service ID (DSID) Support in Annex C). REQ23130 The CMTS MUST NOT signal a CM to add more Resequencing DSIDs than the CM reports in the Resequencing Downstream Service ID Support capability (see subsection Resequencing Downstream Service ID (DSID) Support in Annex C). REQ23131 The CMTS MUST NOT signal a CM to add more Multicast DSIDs than the CM reports in the Multicast Downstream Service ID (DSID) Support capability encoding (see subsection Multicast Downstream Service ID (DSID) Support in Annex C). 

[bookmark: API_ID211673][bookmark: _Toc531185555]Quality of Service

[bookmark: API_ID211674][bookmark: _Toc531185556]Concepts

[bookmark: API_ID211675]Service Flows

A Service Flow is a MAC-layer transport service that provides unidirectional transport of packets either to upstream packets transmitted by the CM or to downstream packets transmitted by the CMTS. Note: A Service Flow, as defined here, has no direct relationship to the concept of a "flow" as defined by the IETF's Integrated Services (intserv) Working Group [RFC 2212]. An intserv flow is a collection of packets sharing transport-layer endpoints. Multiple intserv flows can be served by a single Service Flow. However, the Classifiers for a Service Flow may be based on 802.1P/Q criteria, and so may not involve intserv flows at all. A Service Flow is characterized by a set of QoS Parameters such as latency, jitter, and throughput assurances. In order to standardize operation between the CM and CMTS, these attributes include details of how the CM requests upstream minislots and the expected behavior of the CMTS upstream scheduler.

A Service Flow is partially characterized by the following attributes. Note: Some attributes are derived from the attribute list. The Service Class Name is an attribute of the AuthorizedQoSParamSet. The activation state of the Service Flow is determined by the ActiveQosParamSet. If the ActiveQosParamSet is null then the service flow is inactive.

ServiceFlowID: exists for all service flows

SID Cluster Group: defines the set of SID Clusters assigned to a service flow. It only exists for admitted or active upstream service flows.

ProvisionedQosParamSet: defines a set of QoS Parameters which appears in the configuration file and is presented during registration. This may define the initial AuthorizedQosParamSet allowed by the authorization module. The ProvisionedQosParamSet is defined once when the Service Flow is created via registration. Note: The ProvisionedQosParamSet is null when a flow is created dynamically.

AuthorizedQosParamSet: defines a set of QoS Parameters which define the maximum collection of resources that a particular flow is authorized to use. Any subsequent flow requests will be compared against the AuthorizedQosParamSet. The AuthorizedQosParamSet is communicated to the CMTS through a means other than the configuration file.

AdmittedQosParamSet: defines a set of QoS parameters for which the CMTS (and possibly the CM) are reserving resources. The principal resource to be reserved is bandwidth, but this also includes any other memory or time-based resource required to subsequently activate the flow.

ActiveQosParamSet: defines set of QoS parameters defining the service actually being provided to the Service Flow. Only an Active Service Flow may forward packets.

A Service Flow exists when the CMTS assigns a Service Flow ID (SFID) to it. The SFID serves as the principal identifier in the CM and CMTS for the Service Flow. A Service Flow which exists has at least an SFID, and an associated Direction.

The Authorization Module is a logical function within the CMTS that approves or denies every change to QoS Parameters and Classifiers associated with a Service Flow. As such it defines an "envelope" that limits the possible values of the AdmittedQoSParameterSet and ActiveQoSParameterSet.

The relationship between the QoS Parameter Sets is as shown in Figure 112 and Figure 113. The ActiveQoSParameterSet is always a subset of the AdmittedQoSParameterSet which is always a subset of the AuthorizedQosParamSet. REQ23132 To say that QoS Parameter Set A is a subset of QoS Parameter Set B, the following MUST be true for all QoS Parameters in A and B:

REQ23132.1 If a smaller QoS parameter value indicates fewer resources (e.g., Maximum Traffic Rate), A is a subset of B if the parameter in A is less than or equal to the same parameter in B.

REQ23132.2 If a larger QoS parameter value indicates fewer resources (e.g., Tolerated Grant Jitter), A is a subset of B if the parameter in A is greater than or equal to the same parameter in B.

REQ23132.3 If the QoS parameter specifies a periodic interval (e.g., Nominal Grant Interval), A is a subset of B if the parameter in A is an integer multiple of the same parameter in B.

REQ23132.4 If the QoS parameter is not quantitative (e.g., Service Flow Scheduling Type), A is a subset of B if the parameter in A is equal to the same parameter in B.

In the dynamic authorization model, the authorized envelope (the AuthQosParamSet) is determined by the Authorization Module. In the provisioned authorization model, the authorized envelope is determined by the ProvisionedQosParameterSet (refer to Section 7.5.4).
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[bookmark: _Ref513230166][bookmark: _Toc513557520][bookmark: API_ID211683]Figure 112 - Provisioned Authorization Model Envelopes
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[bookmark: _Ref513230167][bookmark: _Toc513557521][bookmark: API_ID211684]Figure 113 - Dynamic Authorization Model Envelopes

It is useful to think of four states of Service Flows:

Provisioned: A Service Flow in this state is known via provisioning through the configuration file, its AdmittedQosParamSet and ActiveQosParamSet are both null.

Authorized: A Service Flow in this state is known to the CMTS via an outside communication mechanism, its AdmittedQosParamSet and ActiveQosParamSet are both null. Authorized service flows are not normally communicated to the CM.

Admitted: A Service Flow in this state has resources reserved by the CMTS for its AdmittedQosParamSet, but these parameters are not active (its ActiveQosParamSet is null). Admitted Service Flows may have been provisioned or may have been signaled by some other mechanism. Generally, Admitted Service Flows have associated Classifiers, however, it is possible for Admitted Service Flows to use policy-based classification.

Active: A Service Flow in this state has resources committed by the CMTS for its QoS Parameter Set, (e.g., is actively sending MAPs containing unsolicited grants for a UGS-based service flow). Its ActiveQosParamSet is non-null. Generally, Active Service Flows have associated Classifiers, however, it is possible for Active Service Flows to use policy-based classification. Primary Service Flows may have associated Classifiers(s), but in addition to any packets matching such Classifiers, all packets that fail to match any Classifier will be sent on the Primary Service Flow for that direction.

An inactive service flow may or may not have associated Classifiers. REQ23133 If an inactive service flow has associated Classifiers, the Classifiers MUST NOT be used by a CM or CMTS to classify packets onto the flow, regardless of Classifier Activation State.

[bookmark: API_ID211687]Classifiers

A Classifier is a set of matching criteria applied to each packet entering the cable network which consists of some packet matching criteria (destination IP address, for example) and a classifier priority. A QoS Classifier additionally consists of a reference to a service flow. If a packet matches the specified packet matching criteria of a QoS Classifier, it is then delivered on the referenced service flow. An Upstream Drop Classifier is a Classifier created by the CM to filter upstream traffic. If a packet matches the specified packet matching criteria of an Upstream Drop Classifier, it is then dropped.

[bookmark: API_ID211689]Upstream and Downstream QoS Classifiers

Several QoS Classifiers may all refer to the same Service Flow. The classifier priority is used for ordering the application of Classifiers to packets. Explicit ordering is necessary because the patterns used by Classifiers may overlap. The priority need not be unique, but care must be taken within a classifier priority to prevent ambiguity in classification (refer to Section 7.5.6.1). Downstream Classifiers are applied by the CMTS to packets it is transmitting, and Upstream Classifiers are applied at the CM and may be applied at the CMTS to police the classification of upstream packets. Figure 114 illustrates the mapping discussed above.
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[bookmark: _Ref513230168][bookmark: _Toc513557522][bookmark: API_ID211691]Figure 114 - Classification within the MAC Layer

[bookmark: REQ7PTX8R_0][bookmark: REQ7PTXAS_0][bookmark: REQ7PTXCT_0]REQ23134 The highest priority Classifier MUST be applied by the CM or CMTS first. REQ23135 If a Classifier is found that has at least one relevant parameter and all parameters which are relevant match the packet, the CM or CMTS MUST forward the packet to the corresponding Service Flow (irrelevant parameters - as defined in Annex C in the subsection Packet Classification Encodings - have no impact on packet classification decisions). REQ23136 If a Classifier contains no relevant parameters for a given packet (i.e., all parameters are irrelevant), then that packet cannot match the Classifier, and the CM or CMTS MUST NOT forward the packet to the corresponding Service Flow. REQ23137 If a packet does not match any Classifier and as a result has not been classified to any other flow, then it MUST be classified by the CM or CMTS to the Primary Service Flow.

The packet classification table contains the following fields:

Priority: determines the search order for the table. Higher priority Classifiers are searched before lower priority Classifiers.

IP Classification Parameters: zero or more of the IP classification parameters (IP TOS Range/Mask, IP Protocol, IP Source Address/Mask, IP Destination Address/Mask, TCP/UDP Source Port Start, TCP/UDP Source Port End, TCP/UDP Destination Port Start, TCP/UCP Destination Port End).

LLC Classification Parameters: zero or more of the LLC classification parameters (Destination MAC Address, Source MAC Address, Ethertype/SAP).

IEEE 802.1P/Q Parameters: zero or more of the IEEE classification parameters (802.1P Priority Range, 802.1Q VLAN ID).

Cable Modem Interface Mask (CMIM): a bit mask representing the interfaces of the CM from which the CM is to classify traffic. This is a packet matching criterion in DOCSIS 3.0.

Service Flow Identifier: identifier of a specific flow to which this packet is to be directed.

Classifiers can be added to the table either via management operations (configuration file, registration) or via dynamic operations (dynamic signaling, DOCSIS MAC sublayer service interface). SNMP-based operations can view Classifiers that are added via dynamic operations, but cannot modify or delete Classifiers that are created by dynamic operations. The format for classification table parameters defined in the configuration file, registration message, or dynamic signaling message is contained in Annex C.

Attributes of QoS Classifiers include an activation state (see the subsection Classifier Activation State in Annex C). The 'inactive' setting may be used to reserve resources for a classifier which is to be activated later. The actual activation of the classifier depends both on this attribute and on the state of its service flow. If the service flow is not active then the classifier is not used, regardless of the setting of this attribute.

[bookmark: API_ID211697]Upstream Drop Classifiers

DOCSIS 3.0 expanded the concept of classifiers to replace legacy IP and LLC filtering of upstream traffic. An Upstream Drop Classifier is a Classifier created by the CM to filter upstream traffic. If a packet matches the specified packet matching criteria of an Upstream Drop Classifier, it is then dropped. 

Unlike QoS Classifiers, Upstream Drop Classifiers do not refer to a Service Flow.

The CM performs all upstream IP protocol and LLC packet classification using Upstream Drop Classifiers. The CM reports support for Upstream Drop Classifiers in the modem capabilities encoding by sending the number of Upstream Drop Classifiers supported in the registration request (see the section Upstream Drop Classifier Support in Annex C). Upstream Drop Classifiers are always enabled on DOCSIS 3.1 CMs, regardless of the value returned by the CMTS in the Upstream Drop Classifier Support Modem Capability.

[bookmark: REQ7PTXDU_0]Upstream Drop Classifiers can be enabled or disabled on DOCSIS 3.0 CMs. For DOCSIS 3.0 CMs, the CMTS enables Upstream Drop Classification by returning the Modem Capability Upstream Drop Classifier Support TLV with a non-zero value in the registration response. For DOCSIS 3.0 CMs, the CMTS enables IP filtering (and disables Upstream Drop Classification) by returning the Modem Capability Upstream Drop Classifier Support TLV with a value of zero in the registration response. REQ23138 The CMTS MUST allow the enabling or disabling of Upstream Drop Classification on DOCSIS 3.0 CMs in the registration response for modems capable of using Upstream Drop Classifiers.

REQ23139 If Upstream Drop Classifiers are present in the configuration file, the CM MUST NOT include the Upstream Drop Classifier TLVs from the configuration file in the registration request message unless explicitly instructed to do otherwise via the extended MIC (see the subsection Extended CMTS MIC Bitmap Section in Annex C).

REQ23140 The CM MUST process packets using Upstream Drop Classifiers. A CM with Upstream Drop Classification enabled will not instantiate legacy IP filters.

[bookmark: REQ7PTXLZ_0]REQ23142 If the configuration file contains Upstream Drop Classifier Group ID(s), the CM MUST include the Upstream Drop Classifier Group ID(s) in the REG-REQ-MP message. REQ23143 If the configuration file contains Upstream Drop Classifier Group ID(s) and the registration response message contains Upstream Drop Classifiers, the CM MUST filter packets using the Upstream Drop Classifiers provided in the registration response message. 

REQ23144 If the configuration file contains no Upstream Drop Classifier Group ID(s), the CM MUST filter packets using the Upstream Drop Classifiers provided in the configuration file. When the CM processes packets using the Upstream Drop Classifiers provided in the configuration file, the CM uses Classifier References as the Classifier IDs.

[bookmark: REQ7PTXR2_0]REQ23145 If the configuration file contains both Upstream Drop Classifier Group ID(s) and Upstream Drop Classifiers and the registration response message contains Upstream Drop Classifiers, the CM MUST filter packets using the Upstream Drop Classifiers provided in the registration response message. REQ23146 If the configuration file contains both Upstream Drop Classifier Group ID(s) and Upstream Drop Classifiers and the registration response message contains no Upstream Drop Classifiers, the CM MUST process packets using the Upstream Drop Classifiers provided in the configuration file.

Like QoS Classifiers, Upstream Drop Classifiers can contain a classifier Rule Priority value. The classifier Rule Priority is used for ordering the application of all Classifiers, including both Upstream (Qos) Classifiers and Upstream Drop Classifiers. Explicit ordering is necessary because the patterns used by Upstream (QoS) Classifiers and Upstream Drop Classifiers can overlap. The priorities need not be unique, but care must be taken within a classifier priority to prevent ambiguity in classification.

[bookmark: REQ7PTY07_0]An Upstream Drop Classifier is not associated with a Service Flow. REQ23151 The CMTS MUST NOT associate SF encodings to an Upstream Drop Classifier in a REG-RSP, REG-RSP-MP, or DSC-REQ message.

[bookmark: API_ID211711][bookmark: _Toc531185557]Object Model

The major objects of the architecture are represented by named rectangles in Figure 115. Each object has a number of attributes; the attribute names which uniquely identify the object are underlined. Optional attributes are denoted with brackets. The relationship between the number of objects is marked at each end of the association line between the objects. For example, a Service Flow may be associated with from 0 to 65535 Classifiers, but a Classifier is associated with exactly one Service flow.

The Service Flow is the central concept of the MAC protocol. It is uniquely identified by a 32-bit Service Flow ID (SFID) assigned by the CMTS. Service Flows may be in either the upstream or downstream direction. A unicast Service Identifier (SID) is a 14-bit index, assigned by the CMTS, which is associated with one and only one Admitted Upstream Service Flow per logical upstream channel. A SID may be a part of a SID cluster (see Section 7.2.1.4.2.1).

Typically, an outgoing user data packet is submitted by an upper layer protocol (such as the forwarding bridge of a CM) for transmission on the Cable MAC interface. The packet is compared against a set of Classifiers. The matching Classifier for the packet identifies the corresponding Service Flow via the Service Flow ID (SFID). In the case where more than one Classifier matches the packet, the highest Priority Classifier is chosen.

REQ23152 The Service Class is an object that MUST be implemented at the CMTS. It is referenced by an ASCII name which is intended for provisioning purposes. A Service Class is defined in the CMTS to have a particular QoS Parameter Set. A Service Flow may contain a reference to the Service Class Name that selects all of the QoS parameters of the Service Class. The Service Flow QoS Parameter Sets may augment and even override the QoS parameter settings of the Service Class, subject to authorization by the CMTS (refer to the subsection Common Upstream and Downstream Quality-of-Service Parameter Encodings in Annex C).

If a packet has already been determined by upper layer policy mechanisms to be associated with a particular Service Class Name/Priority combination, that combination associates the packet with a particular Service Flow directly (refer to Section 7.5.6.1). The upper layer may also be aware of the particular Service Flows in the MAC Sublayer, and may have assigned the packet directly to a Service Flow. In these cases, a user data packet is considered to be directly associated with a Service Flow as selected by the upper layer. This is depicted with the dashed arrow in Figure 115. (Refer to Appendix I.)
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[bookmark: _Ref513230169][bookmark: _Toc513557523][bookmark: API_ID211715]Figure 115 - Theory of Operation Object Model

[bookmark: API_ID211716][bookmark: _Toc531185558]Service Classes

The QoS attributes of a Service Flow may be specified in two ways: either by explicitly defining all attributes, or implicitly by specifying a Service Class Name. A Service Class Name is a string which the CMTS associates with a QoS Parameter Set. It is described further below.

The Service Class serves the following purposes:

1.	It allows operators, who so wish, to move the burden of configuring service flows from the provisioning server to the CMTS. Operators provision the modems with the Service Class Name; the implementation of the name is configured at the CMTS. This allows operators to modify the implementation of a given service to local circumstances without changing modem provisioning. For example, some scheduling parameters may need to be tweaked differently for two different CMTSs to provide the same service. As another example, service profiles could be changed by time of day.

2.	It allows CMTS vendors to provide class-based-queuing if they choose, where service flows compete within their class and classes compete with each other for bandwidth.

3.	It allows higher-layer protocols to create a Service Flow by its Service Class Name. For example, telephony signaling may direct the CM to instantiate any available Provisioned Service Flow of class "G711".

4.	It allows packet classification policies to be defined which refer to a desired service class, without having to refer to a particular service flow instance of that class.

NOTE: The Service Class is optional: the flow scheduling specification may always be provided in full; a service flow may belong to no service class whatsoever. REQ27393 CMTS implementations MAY treat such "unclassed" flows differently from "classed" flows with equivalent parameters.

Any Service Flow MAY have each of its QoS Parameter Sets specified in any of three ways:

1.	By explicitly including all traffic parameters;

2.	By indirectly referring to a set of traffic parameters by specifying a Service Class Name;

3.	By specifying a Service Class Name along with modifying parameters.

[bookmark: REQ7PTY6A_0]The Service Class Name is "expanded" to its defined set of parameters at the time the CMTS successfully admits the Service Flow. The Service Class expansion can be contained in the following CMTS-originated messages: Registration Response, DSA-REQ, DSC-REQ, DSA-RSP and DSC-RSP. REQ23153 In all of these cases, the CMTS MUST include a Service Flow Encoding that includes the Service Class Name and the QoS Parameter Set of the Service Class. REQ23154 If a CM-initiated request contained any supplemental or overriding Service Flow parameters, a successful response from the CMTS MUST also include these parameters.

When a Service Class name is given in an admission or activation request, the returned QoS Parameter Set may change from activation to activation. This can happen because of administrative changes to the Service Class' QoS Parameter Set at the CMTS.

[bookmark: REQF87601_0]REQ27394 The CMTS MAY change the QoS parameters of all downstream service flows (including both Individual and Group Service Flows) derived from a Service Class when the QoS parameters of the Service Class are changed. REQ27395 The CMTS MAY change the QoS parameters of all upstream service flows derived from a Service Class when those QoS parameters of the Service Class are changed. QoS parameters for downstream service flows, or CMTS-enforced QoS parameters for upstream service flows, can be changed locally at the CMTS, without sending a Dynamic Service Change message to the affected CM. In order to change the CM-enforced QoS parameters of an upstream service flow, it is necessary for the CMTS to send a Dynamic Service Change message to the affected CM.

The CM-enforced QoS parameters of an upstream service flow include:

Upstream Maximum Sustained Traffic Rate.

Maximum Traffic Burst.

Maximum Concatenated Burst.

Service Flow Scheduling Type.

All other QoS parameters are CMTS-enforced.

When a CM uses the Service Class Name to specify the Admitted QoS Parameter Set, the expanded set of TLV encodings of the Service Flow will be returned to the CM in the response message (REG-RSP, REG-RSP-MP, DSA-RSP, or DSC-RSP). Use of the Service Class Name later in the activation request may fail if the definition of the Service Class Name has changed and the new required resources are not available. REQ27525 Thus, the CM SHOULD explicitly request the expanded set of TLVs from the response message in its later activation request.

[bookmark: API_ID211727][bookmark: _Toc531185559]Authorization

REQ23155 Every change to the Service Flow QoS Parameters MUST be approved by an authorization module at the CMTS. This includes every REG-REQ REG-REQ-MP, or DSA-REQ message to create a new Service Flow, and every DSC-REQ message to change a QoS Parameter Set of an existing Service Flow. Such changes include requesting an admission control decision (e.g., setting the AdmittedQosParamSet) and requesting activation of a Service Flow (e.g., setting the ActiveQoSParameterSet). Reduction requests regarding the resources to be admitted or activated are also checked by the authorization module, as are requests to add or change the Classifiers.

In the static authorization model, the authorization module receives all registration messages, and stores the provisioned status of all Service Flows in the Provisioned state. Admission and activation requests for these provisioned service flows will be permitted, as long as the Admitted QoS Parameter Set is a subset of the Provisioned QoS Parameter Set, and the Active QoS Parameter Set is a subset of the Admitted QoS Parameter Set. Requests to change the Provisioned QoS Parameter Set will be refused, as will requests to create new dynamic Service Flows. This defines a static system where all possible services are defined in the initial configuration of each CM.

In the dynamic authorization model, the authorization module not only receives all registration messages, but may also communicate through a separate interface to an independent policy server. This policy server may provide to the authorization module advance notice of upcoming admission and activation requests, and may specify the proper authorization action to be taken on those requests. Admission and activation requests from a CM are then checked by the authorization module to ensure that the ActiveQoSParameterSet being requested is a subset of the AuthorizedQosParamSet. Admission and activation requests from a CM that are signaled in advance by the external policy server are permitted. Admission and activation requests from a CM that are not pre-signaled by the external policy server may result in a real-time query to the policy server, or may be refused.

[bookmark: REQ7PTYBD_0][bookmark: REQF8EQE1_0]REQ23156 During registration, the CM MUST send to the CMTS the authenticated set of TLVs derived from its configuration file which defines the Provisioned QoS Parameter Set. Upon receipt and verification at the CMTS, these are handed to the Authorization Module within the CMTS. REQ23157 The CMTS MUST be capable of caching the Provisioned QoS Parameter Set, and be able to use this information to authorize dynamic flows which are a subset of the Provisioned QoS Parameter Set. REQ27526 The CMTS SHOULD implement mechanisms for overriding this automated approval process (such as described in the dynamic authorization model). For example:

Deny all requests whether or not they have been pre-provisioned;

Define an internal table with a richer policy mechanism but seeded by the configuration file information;

Refer all requests to an external policy server.

[bookmark: API_ID211735][bookmark: _Toc531185560]States of Service Flows

It is useful to think about four states of Service Flows. This section describes these four states of Service Flows in more detail. However, it is important to note that there are more than just these basic states.

[bookmark: API_ID211737]Deferred Service Flows 

A service flow may be authorized in an inactive state for subsequent admittance and activation. There are two states of deferred flows – Provisioned and Authorized.

[bookmark: REQ7PTYDE_0][bookmark: REQ7PTYFF_0]REQ27396 As a result of external action beyond the scope of this specification (e.g., [PKT-MGCP]), the CM MAY choose to authorize and/or activate a deferred service flow by passing the Service Flow ID and the associated QoS Parameter Sets. REQ23158 The CM MUST also provide any applicable Classifiers. REQ23159 If authorized and resources are available, the CMTS MUST respond by assigning a SID or SID Cluster(s) for an upstream Service Flow.

[bookmark: REQ7PTYGG_0]REQ27397 As a result of external action beyond the scope of this specification (e.g., [PKT-MGCP]), the CMTS MAY choose to admit and/or activate a deferred service flow by passing the Service Flow ID as well as the SID or SID Cluster(s) and the associated QoS Parameter Sets. REQ23160 The CMTS MUST also provide any applicable Classifiers.

[bookmark: API_ID211744]Provisioned Service Flows

[bookmark: REQF87AR1_0][bookmark: REQHUTZI1_0][bookmark: REQF87BV1_0][bookmark: REQ7PTYIH_0]A Service Flow may be created in the Provisioned state but not immediately activated. That is, the description of any such service flow in the TFTP configuration file contains an attribute which provisions but defers activation and admission. During Registration, the CMTS assigns a Service Flow ID for such a service flow but does not reserve resources. REQ27398 The CMTS MAY also require an exchange with a policy module prior to admission. REQ30218 The CMTS may deactivate the Service Flow, but SHOULD NOT delete the Service Flow during the CM registration epoch. REQ27399 Such a Service Flow in the Provisioned state MAY be activated and deactivated by the CMTS many times (through DSC exchanges). REQ23161 In all cases, the original Service Flow ID MUST be used by the CMTS when reactivating the service flow.

[bookmark: API_ID211750]Authorized Service Flows

[bookmark: REQ7PTYKI_0][bookmark: REQF87CX1_0][bookmark: REQF87DK1_0]A Service Flow may be created in the Authorized state but not immediately activated. That is, the description of any such service flow is passed to the CMTS, which authorizes but defers activation and admission (refer to the subsection Quality of Service Parameter Set Type in Annex C). REQ23162 The CMTS internally MUST assign a Service Flow ID for such a service flow but does not admit resources. REQ27400 The CMTS MAY also require an exchange with a policy module prior to admission. REQ27401 The CMTS MAY create, admit, activate, deactivate, de-admit, and delete Service Flows which are created in the Authorized state. 

[bookmark: API_ID211755]Admitted Service Flows

This protocol supports a two-phase activation model which is often utilized in telephony applications. In the two-phase activation model, the resources for a "call" are first "admitted," and then once the end-to-end negotiation is completed (e.g., called party's gateway generates an "off-hook" event) the resources are "activated." Such a two-phase model serves the purposes of: a)conserving network resources until a complete end-to-end connection has been established; b)performing policy checks and admission control on resources as quickly as possible, and, in particular, before informing the far end of a connection request; and c)preventing several potential theft-of-service scenarios.

For example, if an upper layer service were using unsolicited grant service, and the addition of upper-layer flows could be adequately provided by increasing the Grants Per Interval QoS parameter, then the following might be used. When the first upper-layer flow is pending, the CM issues a DSA-Request with the Admit Grants Per Interval parameter equal one, and the Activate Grants Per Interval parameter equal zero. Later when the upper-layer flow becomes active, it issues a DSC-Request with the instance of the Activate Grants-per-Interval parameter equal to one. Admission control was performed at the time of the reservation, so the later DSC-Request, having the Activate parameters within the range of the previous reservation, is guaranteed to succeed. Subsequent upper-layer flows would be handled in the same way. If there were three upper-layer flows establishing connections, with one flow already active, the Service Flow would have Admit(ted) Grants-per-Interval equal four, and Active Grants-per-Interval equal one.

[bookmark: REQ7PTYOK_0]REQ23163 An activation request of a Service Flow where the new ActiveQosParamSet is a subset of the AdmittedQosParamSet and no new classifiers are being added MUST be allowed by the CMTS (except in the case of catastrophic failure). REQ23164 An admission request where the AdmittedQosParamSet is a subset of the previous AdmittedQosParamSet, so long as the ActiveQosParamSet remains a subset of the AdmittedQoSParameterSet, MUST succeed at the CMTS.

[bookmark: REQ7PTYPL_0][bookmark: REQ7PTYRM_0]A Service Flow that has resources assigned to its AdmittedQosParamSet, but whose resources are not yet completely activated, is in a transient state. REQ23165 A time out value MUST be enforced by the CMTS that requires Service Flow activation within this period (see subsection Timeout for Admitted QoS Parameters in Annex C). REQ23166 If Service Flow activation is not completed within this interval, the assigned resources in excess of the active QoS parameters MUST be released by the CMTS.

[bookmark: REQF87ER1_0][bookmark: REQ7PTYTN_0]It is possible in some applications that a long-term reservation of resources is necessary or desirable. For example, placing a telephone call on hold should allow any resources in use for the call to be temporarily allocated to other purposes, but these resources must be available for resumption of the call later. The AdmittedQosParamSet is maintained as "soft state" in the CMTS; this state needs to be refreshed periodically for it to be maintained without the above timeout releasing the non-activated resources. REQ27402 This refresh MAY be signaled by the CMTS with a periodic DSC-REQ message with identical QoS Parameter Sets, or be signaled by some internal mechanism within the CMTS outside of the scope of this specification (e.g., by the CMTS monitoring RSVP refresh messages). REQ23167 Every time a refresh is signaled to the CMTS, the CMTS MUST refresh the "soft state."

[bookmark: API_ID211765]Active Service Flows

A Service Flow that has a non-NULL set of ActiveQoSParameterSet is said to be in the Active state. It is requesting and being granted bandwidth for transport of data packets. A Service Flow in the Admitted state may be made active by providing an ActiveQoSParameterSet, signaling the resources actually desired at the current time. This completes the second stage of the two-phase activation model (refer to Section 7.5.5.2).

[bookmark: REQ7PTYUO_0][bookmark: REQF87FV1_0]A newly created Service Flow may immediately transition to the Active state. This is the case for the Primary Service Flows. It is also typical of Service Flows for monthly subscription services, etc. REQ23168 These Service Flows are established at registration time and MUST be authorized by the CMTS based on the CMTS MIC. REQ27403 These Service Flows MAY also be authorized by the CMTS authorization module.

Alternatively, a dynamically created Service Flow may immediately transition to the Active State. In this case, two-phase activation is skipped and the Service Flow is available for immediate use upon authorization.

[bookmark: API_ID211770][bookmark: _Toc531185561]Service Flows and Classifiers

The basic model is that the Classifiers associate packets into exactly one Service Flow. The Service Flow Encodings provide the QoS Parameters for treatment of those packets on the RF interface. These encodings are described in the subsection Quality-of-Service-Related Encodings in Annex C.

[bookmark: REQ7PTYYQ_0][bookmark: REQ7PTZ0R_0]REQ23169 In the upstream direction, the CM MUST classify upstream packets to Active Service Flows. REQ23170 The CMTS MUST classify downstream traffic to Active Downstream Service Flows. REQ23171 There MUST be a default downstream service flow for otherwise unclassified broadcast and multicast traffic.

[bookmark: REQF87H11_0]The CMTS polices packets in upstream Service Flows to ensure the integrity of the QoS Parameters and the packet's TOS value. REQ27404 When the rate at which packets are sent is greater than the policed rate at the CMTS, then these packets MAY be dropped by the CMTS (see subsection Maximum Sustained Traffic Rate in Annex C.) REQ23172 When the value of the TOS byte is incorrect, the CMTS (based on policy) MUST police the stream by overwriting the TOS byte (see subsection IP Type Of Service (DSCP) Overwrite in Annex C).

[bookmark: REQ7PTZ3T_0]It may not be possible for the CM to forward certain upstream packets on certain Service Flows. In particular, a Service Flow using unsolicited grant service with fragmentation disabled or segment header off operation cannot be used to forward packets larger than the grant size. REQ23173 If a packet is classified to a Service Flow on which it cannot be transmitted, the CM MUST either transmit the packet on the Primary Service Flow or discard the packet depending on the Request/Transmission Policy of the Service Flow to which the packet was classified. 

[bookmark: REQ7PTZ5U_0][bookmark: REQF87IC1_0]MAC Management Messages may only be matched by a classifier that contains "Ethertype/DSAP/MacType" parameter encoding (see the subsection Ethertype/DSAP/MacType in Annex C) and when the "type" field of the MAC Management Message Header (Section 6.4.1) matches that parameter. REQ23174 One exception is that the Ranging SID MUST be used for periodic ranging, even if a classifier matches the upstream RNG-REQ message of periodic ranging. REQ27527 In the absence of any classifier matching a MAC Management Message, it SHOULD be transmitted by a CM or CMTS on the Primary Service Flow. REQ27405 Other than those MAC message types precluded from classification in the subsection Ethertype/DSAP/MacType in Annex C, a CM or CMTS MAY forward an otherwise unclassified MAC message on any Service Flow in an implementation-specific manner. 

[bookmark: REQ7PTZ6V_0]Although MAC Management Messages are subject to classification, they are not considered part of any service flow. REQ23175 Transmission of MAC Management Messages MUST NOT influence any QoS calculations of the Service Flow to which they are classified by the CM or CMTS. Delivery of MAC Management Messages is implicitly influenced by the attributes of the associated service flow. 

[bookmark: API_ID211787]Policy-Based Classification and Service Classes

As noted in is a variety of ways in which packets may be enqueued for transmission at the MAC Service Interface. There are general transit packets of which nothing is known until they are parsed by the MAC Classification rules. Another useful category is traffic to which policies are applied by a higher-layer entity and then passed to the MAC for further classification to a particular service flow.

Policy-based classification is, in general, beyond the scope of this specification. One example might be the docsDevFilterIpPolicyTable defined in the Cable Device MIB [RFC 2669]. Such policies may tend to be longer-lived than individual service flows and MAC classifiers and so it is appropriate to layer the two mechanisms, with a well-defined interface between policies and MAC Service Flow Classification.

The interface between the two layers is the addition of two parameters at the MAC transmission request interface. The two parameters are a Service Class Name and a Rule Priority that is applied to matching the service class name. The Policy Priority is from the same number space as the Packet Classifier Priority of the packet-matching rules used by MAC classifiers. The MAC Classification algorithm is now:

MAC_DATA.request (PDU, ServiceClassName, RulePriority)

TxServiceFlowID= FIND_FIRST_SERVICE_FLOW_ID (ServiceClassName)
SearchID = SEARCH_CLASSIFIER_TABLE (All Priority Levels)
IF (SearchID not NULL and Classifier.RulePriority >= MAC_DATA.RulePriority)
     TxServiceFlowId = SearchID 

IF (TxServiceFlowID = NULL)
    TRANSMIT_PDU (PrimaryServiceFlowID)
ELSE
     TRANSMIT_PDU (TxServiceFlowID)

[bookmark: REQF8ESW1_0]While Policy Priority competes with Packet Classifier Priority and its choice might in theory be problematic, it is anticipated that well-known ranges of priorities will be chosen to avoid ambiguity. REQ23176 In particular, classifiers that are dynamically-added by the CM or CMTS MUST use the priority range 64-191. REQ27528 Classifiers created as part of registration, as well as policy-based classifiers, may use zero through 255, but the CM and CMTS SHOULD avoid the dynamic range.

[bookmark: API_ID211791][bookmark: _Toc531185562]General Operation

REQ23177 The CMTS MUST reject a Service Flow if the CMTS does not have the capability to support the Quality of Service parameters for the flow. For example, if the CMTS only supports certain Grant Intervals for Unsolicited Grant Service, it is required to reject a Service Flow request for a Grant Interval other than a supported value.

[bookmark: API_ID211794]Static Operation

Static configuration of QoS Classifiers, Upstream Drop Classifiers, and Service Flows uses the Registration process. A provisioning server provides the CM with configuration information. The CM passes this information to the CMTS in a Registration Request. The CMTS adds information and replies with a Registration Response. The CM sends a Registration Acknowledge to complete registration.

[image: see attached image: Aspose.Words.cb8d3932-74ee-42b7-ac62-b31c502f13e2.104.png]

[bookmark: _Toc513557524][bookmark: API_ID211796]Figure 116 - Registration Message Flow 

A TFTP configuration file consists of one or more instances of QoS Classifiers, Upstream Drop Classifiers, and Service Flow Encodings. QoS and Upstream Drop Classifiers are loosely ordered by 'priority'. Each QoS Classifier refers to a Service Flow via a 'service flow reference'. Several QoS Classifiers may refer to the same Service Flow. Additionally, more than one QoS Classifier or Upstream Drop Classifier may have the same priority, and in this case, the particular classifier used is not defined. Upstream Drop Classifiers do not refer to a particular configured Service Flow, instead they drop packets.

Service Flow Encodings contain either a full definition of service attributes (omitting defaultable items if desired) or a service class name. A service class name is an ASCII string which is known at the CMTS and which indirectly specifies a set of QoS Parameters. (Refer to Section 7.5.3 and Error Message subsection in Annex C.)

NOTE: At the time of the TFTP configuration file, Service Flow References exist as defined by the provisioning server. Service Flow Identifiers do not yet exist because the CMTS is unaware of these service flow definitions.

The Registration Request packet contains Downstream Classifiers (if to be immediately activated) and all Inactive Service Flows. The configuration file, and thus the Registration Request generally does not contain a Downstream Classifier if the corresponding Service Flow is requested with deferred activation. This allows for late binding of the Classifier when the Flow is activated.

The Registration Response sets the QoS Parameter Sets according to the Quality of Service Parameter Set Type in the Registration Request.

The Registration Response preserves the Service Flow Reference attribute, so that the Service Flow Reference can be associated with SFID and/or SID Cluster (SID when no TCC encoding is included in the Registration Response).

The SFID is chosen by the CMTS to identify a downstream or upstream service Flow that has been authorized but not activated. A DSC-Request from a modem to admit or activate a Provisioned Service Flow contains its SFID. If it is a downstream Flow then the Downstream Classifier is also included.

[bookmark: API_ID211798]Dynamic Service Flow Creation – CM Initiated

Service Flows may be created by the Dynamic Service Addition process, as well as through the Registration process outlined above. The Dynamic Service Addition may be initiated by either the CM or the CMTS, and may create one upstream and/or one downstream dynamic Service Flow(s). A three-way handshake is used to create Service Flows. The CM-initiated protocol is illustrated in Figure 117 and described in detail in Section 11.2.2.1.

[image: see attached image: Aspose.Words.cb8d3932-74ee-42b7-ac62-b31c502f13e2.105.png]

[bookmark: _Ref513230170][bookmark: _Toc513557525][bookmark: API_ID211800]Figure 117 - Dynamic Service Addition Message Flow - CM Initiated

A DSA-Request from a CM contains Service Flow Reference(s), QoS Parameter set(s) (marked either for admission-only or for admission and activation) and any required Classifiers. A CM-initiated DSA-Request does not contain Upstream Drop Classifiers.

[bookmark: API_ID211802]Dynamic Service Flow Creation - CMTS Initiated

A DSA-Request from a CMTS contains Service Flow Identifier(s) for one upstream and/or one downstream Service Flow, possibly one or more SID Cluster Encodings, set(s) of active or admitted QoS Parameters, and any required Classifier(s). A CMTS-initiated DSA-Request does not contain Upstream Drop Classifiers. The protocol is as illustrated in Figure 118, and is described in detail in Section 11.2.2.2.

[image: see attached image: Aspose.Words.cb8d3932-74ee-42b7-ac62-b31c502f13e2.106.png]

[bookmark: _Ref513230171][bookmark: _Toc513557526][bookmark: API_ID211804]Figure 118 - Dynamic Service Addition Message Flow - CMTS Initiated

[bookmark: API_ID211805]Dynamic Service Flow Modification and Deletion

In addition to the methods presented above for creating service flows, protocols are defined for modifying and deleting service flows (refer to Section 11.2.3 and Section 11.2.4).

Both provisioned and dynamically created Service flows are modified with the DSC message, which can change the Admitted and Active QoS Parameter sets of the flow. The CM initiated and CMTS initiated DSC can perform the following actions:

Add, replace, or delete QoS classifiers.

[bookmark: REQ7PTZDZ_0]The CMTS-initiated DSC can also add, replace, or delete Upstream Drop Classifiers. REQ23178 The CMTS MUST reject a CM-initiated DSC containing a DSC action to add, replace, or delete an Upstream Drop Classifier. The DSC cannot be used to change Service Flow SID Clusters. REQ23179 The CM MUST reject a CMTS-initiated DSC which attempts to change Service Flow SID Clusters.

A successful DSC transaction changes a Service Flow's QoS parameters by replacing both the Admitted and Active QoS parameter sets. If the message contains only the Admitted set, the Active set is set to null and the flow is deactivated. If the message contains neither set ('000' value used for Quality of Service Parameter Set type, see the subsection Quality of Service Parameter Set Type in Annex C) then both sets are set to null and the flow is de-admitted. When the message contains both QoS parameter sets, the Admitted set is checked first and, if admission control succeeds, the Active set in the message is checked against the Admitted set in the message to ensure that it is a subset (see Section 7.5.1.1). If all checks are successful, the QoS parameter sets in the message become the new Admitted and Active QoS parameter sets for the Service Flow. If either of the checks fails, the DSC transaction fails and the Service Flow QoS parameter sets are unchanged.

The DSD cannot be used to delete Upstream Drop Classifiers.	Comment by Greg White: Note to STET : 
Section 7.5.8 (Multicast QoS) moved to 7.9.1
Section 7.5.9 (Other mcast & bcast) moved to 7.9.2
Section 7.5.10 (HQoS) promoted to 7.7 
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[bookmark: API_ID211839][bookmark: _Toc519532219][bookmark: _Toc519532581][bookmark: _Toc522138189][bookmark: _Toc522138795]

[bookmark: _Toc519532220][bookmark: _Toc519532582][bookmark: _Toc522138190][bookmark: _Toc522138796]

[bookmark: _Toc519532221][bookmark: _Toc519532583][bookmark: _Toc522138191][bookmark: _Toc522138797]

[bookmark: _Toc519532222][bookmark: _Toc519532584][bookmark: _Toc522138192][bookmark: _Toc522138798]

[bookmark: _Toc519532223][bookmark: _Toc519532585][bookmark: _Toc522138193][bookmark: _Toc522138799]

[bookmark: _Toc519532224][bookmark: _Toc519532586][bookmark: _Toc522138194][bookmark: _Toc522138800]

[bookmark: _Toc519532225][bookmark: _Toc519532587][bookmark: _Toc522138195][bookmark: _Toc522138801]

[bookmark: _Toc519532226][bookmark: _Toc519532588][bookmark: _Toc522138196][bookmark: _Toc522138802]

[bookmark: _Toc519532227][bookmark: _Toc519532589][bookmark: _Toc522138197][bookmark: _Toc522138803]

[bookmark: _Toc519532228][bookmark: _Toc519532590][bookmark: _Toc522138198][bookmark: _Toc522138804]

[bookmark: API_ID211846][bookmark: _Toc519532229][bookmark: _Toc519532591][bookmark: _Toc522138199][bookmark: _Toc522138805]

[bookmark: _Toc519532230][bookmark: _Toc519532592][bookmark: _Toc522138200][bookmark: _Toc522138806]

[bookmark: _Toc519532231][bookmark: _Toc519532593][bookmark: _Toc522138201][bookmark: _Toc522138807]

[bookmark: _Toc519532232][bookmark: _Toc519532594][bookmark: _Toc522138202][bookmark: _Toc522138808]Locally generated IP multicasts (e.g., multicast packets generated by the RIPv2 and OSPF routing protocols)

[bookmark: _Toc519532233][bookmark: _Toc519532595][bookmark: _Toc522138203][bookmark: _Toc522138809]DSG tunnel traffic

[bookmark: _Toc519532234][bookmark: _Toc519532596][bookmark: _Toc522138204][bookmark: _Toc522138810]

[bookmark: _Toc519532235][bookmark: _Toc519532597][bookmark: _Toc522138205][bookmark: _Toc522138811]

[bookmark: _Toc519532236][bookmark: _Toc519532598][bookmark: _Toc522138206][bookmark: _Toc522138812]

[bookmark: _Toc519532237][bookmark: _Toc519532599][bookmark: _Toc522138207][bookmark: _Toc522138813]REQ23193 The CMTS MUST transmit and account for all layer 2 multicast and broadcast traffic with some Group Service Flow. REQ27407 The CMTS MAY define Group Classifier Rules that classify multicast and broadcast traffic other than for joined IP multicast traffic.

[bookmark: API_ID211850][bookmark: _Toc531185563]Hierarchical QoS

DOCSIS 3.1 defines the framework for hierarchical QoS (HQoS) which enables operators to define QoS policies on an aggregation of Service Flows. Hierarchical QoS is defined as a strict tree structure where the bonding group's or channel's capacity is typically the root (or "parent") node. The word "strict" means that for a given child node there can be one and only one parent. Hierarchical organizations needed to enable work conserving implementation of the bandwidth schedulers on the CMTS.	Comment by Karthik Sundaresan: Note to STET : Current 7.5.10   HQOS , now becomes new 7.7 

The key constructs of HQoS include: Aggregate Service Flow (ASF), ASF QoS Profile, Interface Aggregate Traffic Class (IATC) and IATC Profile. These constructs and their interaction are explained further in this section.

[bookmark: API_ID211852][bookmark: _Toc531185564]CMTS and CM Roles

HQoS is defined as a feature which requires implementation only on the CMTS. The CMTS manages HQoS including Service Flow to ASF mapping as well as Service Flow to IATC mapping. All aggregate QoS policy enforcement functions, including the real time traffic scheduling and queuing are performed only by the CMTS. CMTS provides all Network Management capabilities necessary for configuration and status reporting related to HQoS, including all aggregate QoS parameter configuration. 

In general, CMs are not aware of HQoS. CM's role in HQoS is limited to necessary "opaque" protocol support. A CM conveys HQoS information from CM configuration file into Registration Request without the need for interpretation of transported information. DOCSIS protocol support for HQoS is limited to CM configuration file and Registration Request Message. CMs need only implement certain QoS functions related to upstream bandwidth request policing on per SF basis only, without any HQoS considerations.

[bookmark: API_ID211854][bookmark: _Toc531185565]Aggregate Service Flow

An Aggregate Service Flow (ASF) is a grouping of one or more Service Flows mapped to a single CM. The DOCSIS Network supports a hierarchical, two-layered subscriber QoS model through the concept of an ASF, which is defined as a MAC-layer transport service that provides unidirectional transport of frames, transmitted in the upstream direction by a CM, or in the downstream direction by the CMTS.  All Service Flows grouped into an ASF are mapped to the same bonding group or a downstream or upstream channel. The concept of an ASF has been originally introduced in DPoE specifications.

ASFs are instantiated on the CMTS based on the definition from the CM configuration file. This specification does not define other methods for creation of ASFs. 

In addition to allowing hierarchical subscriber QoS, Aggregate Service Flows are also used to provide low latency services as described in Section 7.7.

The CMTS MUST support Aggregate Service Flows in the upstream direction for Low Latency Services as described in Section 7.7. The CMTS MUST support Aggregate Service Flows in the downstream direction for Low Latency Services as described in Section 7.7.



[bookmark: REQF8EWJ1_0]REQ27530 The CMTS SHOULD provide support for non Low Latency ASFs. REQ27531 The CMTS SHOULD support at least one non Low Latency ASF instance per CM. 

[bookmark: API_ID211858][bookmark: _Toc531185566]Relationship between Service Flow and ASF

A Service Flow may be associated with zero or one ASF instance. Any SF not associated with ASF must be directly mapped to a channel or a bonding group. An ASF may group SFs with different QoS parameters, for example maximum sustained rate or traffic priority.

Dynamically provisioned service flows, for example those Service Flows which are created through the PCMM interface, may be matched to an ASF by means of the defined Service Flow matching criteria described in Annex C Annex C.

At the time of provisioning, Aggregate Service Flow References are used by the operator in the CM configuration file stored in the provisioning servers. Aggregate Service Flow Identifiers will be created by the CMTS when it sees the Registration request with those aggregate service flow definitions. 



[image: ][image: ]

[bookmark: _Toc513557528][bookmark: API_ID277188]Figure 120 - Relationship of Upstream Classifiers, Service Flows, ASFs and L2VPN
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[bookmark: _Toc513557529][bookmark: API_ID277190]Figure 121 - Relationship of Downstream Classifiers, Service Flows, ASFs and L2VPN

[bookmark: API_ID211860][bookmark: _Toc531185567]ASF Aggregate QoS Profile

ASFs serve as an implementation tool for service layer agreements with two levels of QoS parameters. ASFs provide the outer QoS envelope, while Service Flows define QoS parameters for more granular, individual services or applications. Each ASF instance is associated to ASF an ASF QoS Profile (AQP). The operators provision AQPs in the CMTS configuration. AQPs are identified by a name in a method similar to provisioning of named service classes for Service Flows. The CM configuration file encodings provide a method for coupling of ASF definitions to AQPs. (Annex C). Each AQP includes one mandatorya set of defined QoS parameters, such as: Aggregate Maximum Sustained Traffic Rate , Maximum Traffic Burst, Peak Traffic Rate, Minimum Reserved Traffic Rate, Assumed Minimum Reserved Rate Packet Size, Low Latency ASF parameters and a number of vendor defined QoS parameters. The details of AQP configuration are defined in [DOCSIS OSSIv3.1].

REQ23194 A CMTS which supports ASFs MUST support enforcing of the maximum aggregate rate for the traffic passing in an ASF instance set of ASF parameters for the traffic passing through an ASF instance. 



The CMTS can (and in certain cases will need to) issue grants beyond the bounds of the ASF parameters (e.g. PGS grants) as long as it ensures that the upstream data traffic passing in the ASF instance is within the bounds of configured QoS parameters for the Aggregate Service Flow. The CMTS SHOULD provide grants to the ASF Service Flows such that total traffic on the constituent Service Flows can achieve the Aggregate QoS parameters, regardless of how it is divided between the constituent Service Flows.  For example, if the Aggregate Maximum Sustained Traffic Rate is 20 Mbps, and one of the two constituent Service Flows is receiving 5 Mbps of PGS grants that are all going unused, the other constituent Service Flow should be allowed to receive up to 20 Mbps of grants, rather than being limited to 15 Mbps. 

When enforcing upstream ASF rate shaping, the CMTS MUST account for the fact that upstream requests from the CM will include some bytes (i.e. DOCSIS MAC Headers and MAC Management Messages) that are not subject to rate shaping.  Since the CMTS will not be aware a priori how many of the requested bytes are exempted, it will need to provide some amount of granted bytes in excess of the configured QoS parameters for the ASF.    

For an ASF, the CMTS can enforce both levels of Hierarchical QoS (ASF level and individual Service Flow level), though enforcing only the ASF level rate shaping parameters will be sufficient for supporting Low Latency Service. A CMTS MAY support enforcing rate shaping parameters at the individual service flow level, within an ASF. The rate shaping parameters for an individual service flow are: Maximum Sustained Traffic Rate, Maximum Traffic Burst, Peak Traffic Rate, Minimum Reserved Traffic Rate, Assumed Minimum Reserved Rate Packet Size.





C



If the CMTS does not support enforcement of individual SF rate shaping parameters in an ASF, the CMTS MUST reject a Downstream Service Flow associated with an ASF if it contains rate shaping parameters.



If the CMTS does not support enforcement of individual SF rate shaping parameters in an ASF, the CMTS MUST reject a Upstream Service Flow associated with an ASF if it contains Minimum Reserved Traffic Rate or Assumed Minimum Reserved Rate Packet Size parameters.



If the CMTS does not support enforcement of individual SF rate shaping parameters in an ASF, the CMTS MUST NOT reject an Upstream Service Flow associated with an ASF due to the presence of the Maximum Sustained Traffic Rate, Maximum Traffic Burst, or Peak Traffic Rate parameters, since these will be enforced at the CM.



It is recommended that individual Service Flow rate shaping within an Aggregate Service Flow is not configured for Low Latency services.









. 

[bookmark: _Toc513557078]Usage of Aggregate QoS Profile 

The QoS attributes of an Aggregate Service Flow(ASF) may be specified in two ways: either by explicitly defining all the attributes, or implicitly by specifying an Aggregate QoS Profile Name [xref OSSI]. An AQP name is a string which the CMTS associates with a QoS Parameter Set for an ASF and the underlying individual service flows. It is described further below.

The Aggregate QoS Profile serves the following purposes:

1.	It allows operators, to move the burden of configuring ASFs from the provisioning server to the CMTS. Operators provision the CMs in their configuration file with the AQP name; the implementation of the AQP is configured at the CMTS. This allows operators to modify the implementation of a given service to local circumstances without changing modem provisioning. For example, some parameters may need to be tweaked differently for two different CMTSs to provide the same service.

2.	It allows CMTS vendors to provide class-based-queuing if they choose, where ASFs compete within their class and classes compete with each other for bandwidth.

3.	It allows higher-layer protocols to create an ASF by its Aggregate QoS Profile Name. For example, game play signaling may direct the CMTS to instantiate an ASF of type "game-signaling".

4.	It allows packet classification policies to be defined which refer to a desired Aggregate QoS Profile.

The Aggregate QoS profile name definition is not necessary; the parameters may always be provided in full. An ASF may belong to no AQP, and CMTS implementations can treat such flows defined by an AQP differently from flows with equivalent parameters and no AQP.

Any ASF can have each of its QoS Parameter Sets specified in any of three ways:

1.	By explicitly including all ASF traffic parameters, along with the individual service flow parameters;

2.	By indirectly referring to a set of traffic parameters by specifying an Aggregate QoS Profile Name;

3.	By specifying an Aggregate QoS Profile Name along with modifying parameters.

The Aggregate QoS Profile Name is "automatically expanded" to its defined set of parameters at the time the CMTS successfully admits the ASF. The Aggregate QoS Profile expansion can be contained in the following CMTS-originated messages: Registration Response, DSA-REQ, and DSC-REQ. In these cases, the CMTS MUST include an ASF Encoding that includes the Aggregate QoS Profile Name and the QoS Parameters of the ASF, for CMs indicating Low Latency Support. 

The CMTS MAY change the QoS parameters of all downstream ASFs derived from an AQP when the QoS parameters of the AQP are changed. The CMTS MAY change the QoS parameters of all upstream ASFs derived from an AQP when those QoS parameters of the AQP are changed. QoS parameters for downstream ASFs, or CMTS-enforced QoS parameters for upstream ASFs, can be changed locally at the CMTS, without sending a Dynamic Service Change message to the affected CM. In order to change the CM-enforced QoS parameters of an upstream ASF, it is necessary for the CMTS to send a Dynamic Service Change message to the affected CM.

The CM-enforced QoS parameters of an Upstream ASF include:

Individual Service flow parameters within the ASF (if configured), e.g. Upstream Maximum Sustained Traffic Rate, Maximum Traffic Burst, Maximum Concatenated Burst.

AQM Coupling Factor between the two service flows comprising the dual queue.

Queue Protection and related threshold parameters  

All other QoS parameters are CMTS-enforced.

The CMTS-enforced QoS parameters of an Upstream ASF include:

ASF parameters (if configured), Upstream Maximum Sustained Traffic Rate, Maximum Traffic Burst.

Weighted scheduling using the configured weight between the two service flows comprising the dual queue.



[bookmark: _Toc531185568][bookmark: API_ID211863]Interface Aggregate Traffic Class 

An Interface Aggregate Traffic Class (IATC) represents a grouping of one or more Service Flows mapped to a single channel or a bonding group. The IATCs enable the operators to virtually divide the bandwidth of service groups, bonding groups or channels between distinct services or users. Unlike ASFs IATCs group service flows from multiple CMs and typically share some common property, e. g. application type.

[bookmark: REQF8EYL1_0][bookmark: REQF87LJ1_0]REQ27532 The CMTS SHOULD provide support for IATCs. REQ27533 The CMTS SHOULD provide support for at least one IATC instance per channel and static bonding group. REQ27408 The CMTS MAY provide support for at least one Interface ATC instance per dynamic bonding group.

[bookmark: API_ID211868]IATC Profiles

IATCs are provisioned solely in the CMTS configuration through IATC Profiles. An IATC Profile configuration includes parameters as listed in Table 92.

[bookmark: _Ref513230173][bookmark: _Toc513557802][bookmark: API_ID211870]Table 92 - IATC Profile parameters

		Attributes

		Description



		IATC Profile Name

		A string that uniquely identifies the IATC profile.



		Aggregate QoS Set

		A set of parameters defining the QoS policy enforced by the IATC.



		SF Matching Criteria

		A set of parameters defining the method and criteria by which the CMTS can match Service Flows (both static and dynamic) to the IATC. The following methods are defined for SF matching:

by Application Id

by SF priority range

by SF SCN

None

Note: "None" matching method may be selected when statically defined service flows in CM configuration file are explicitly matched to an IATC profile by name.





NOTE: The list of parameters is provided in Table 92 for informational purposes. The detailed definition of the attributes is included in the [DOCSIS OSSIv3.1].

An operator can associate any bonding group or channel with one or more IATC Profiles. When more than one IATC profile is associated with a bonding group or channel then the SF matching criteria must differ between IATC Profiles to ensure unambiguous matching decision. Not all bonding groups or channels must be paired to an IATC Profile. Figure 122 demonstrates an example of configuration defining the association between static bonding group or channel and IATC profiles.

[image: see attached image: Aspose.Words.cb8d3932-74ee-42b7-ac62-b31c502f13e2.110.png]

[bookmark: _Ref513230174][bookmark: _Toc513557530][bookmark: API_ID211872]Figure 122 - Association of Bonding Groups or Channels to IATC

The IATC provisioning method described above can be deployed for those Bonding Groups or channels that are created statically. DOCSIS allows CMTS's support for the dynamic creation of upstream or downstream bonding groups. Yet, this function is largely left to CMTS vendor definition because DOCSIS does not define a specific method or standard configuration of dynamic bonding groups. Consistently, the method for provisioning and coupling of IATCs to dynamically created bonding groups is outside of the scope of this specification.

[bookmark: API_ID211874]Mapping of Service Flows to IATCs

In the absence of H-QoS settings the CMTS maps Service Flows to bonding groups or individual channels. With HQoS, the SF mapping process needs to include one additional step: a decision whether to assign a SF to an IATC and which IATC to select. Operators will be able to control SF to IATC association via several matching methods. Those methods are defined as part of IATC Profile configuration and listed in Table 92. 

An alternative mechanism permits the explicit association of SFs provisioned via CM configuration file to IATC Profiles by IATC Profile name. The SF encodings in the CM configuration file are augmented with IATC name for this purpose as explained in the section that describes Service Flow to IATC Profile Name Reference in Annex C. 



[bookmark: _Toc531185569]Low Latency Support

[bookmark: _Toc531185570]Background 

Suppport for Low Latency Services within DOCSIS Technology tackles the two main causes of latency in the network: buffering delay and media access delay.  Buffering delay is mainly caused by the current TCP protocol and its variants (e.g. QUIC and BBR).  The Low Latency feature addresses this by allowing the use of next-generation TCP protocols (which don’t cause buffering delay) and by allowing non-TCP applications to avoid waiting behind the delays caused by current TCP. Media access delay, on the other hand, is a result of the shared-medium scheduling types currently provided by DOCSIS, which emphasize bandwidth efficiency over latency.  The Low Latency feature addresses media access delay by adding support for a proactive scheduler which, while somewhat less bandwidth efficient, can provide extremely low latency service.

The high level goal for Low Latency support is to enable lower-latency upstream and downstream forwarding with high DOCSIS bandwidth efficiency.  Specifically, a key objective is to achieve a 99%-ile round trip time of 1 millisecond for packets traversing the DOCSIS network.  Another objective is to reduce median latency for all traffic, while not impacting TCP bulk data throughput.  Finally, it is intended that Low Latency features be available “out of the box” (i.e. with minimal operator configuration) as much as possible, while still making configuration parameters available so that the operator can control the service when necessary.

[bookmark: _Toc531185571]Solution Overview 

Dual Queue (US & DS) and Coupled AQM

The biggest solvable source of latency on the Internet is queuing latency. The AQM function introduced in DOCSIS 3.1 provides a solution which substantially reduces “buffer bloat” and improves median latency. The newer low latency technology defined here aims to consistently improve queuing latency where possible, with the degree of improvement depending on the behavior of the traffic:

For non-queue-building traffic, buffer depth can be kept quite small, and very low latency can be achieved.  Non-queue-building traffic is traffic from senders which either natively underutilize the link, or can successfully adapt to available network throughput without building up a noticeable queue.

For queue-building traffic, accumulation of a large queue is an essential part of the sender’s rate-adaptation process for this type of traffic.  Therefore, little or no improvement in queuing latency can be expected.

The basic idea is to have a dual-queue mechanism for all traffic.  This consists of:   

· One deep buffer (with AQM) for queue-building traffic: this is known as the “Classic Queue”

· One short buffer (with AQM) for non-queue-building traffic: this is known as the “Low Latency Queue”

· A mechanism for scheduling and balancing congestion across the two queues.

· A mechanism for assigning traffic to the appropriate queue,  ensuring that queue-building traffic is being assigned to the Classic Queue .

The Dual queue mechanism will be implemented by the CM for upstream traffic and by the CMTS for downstream traffic. Each of the queues will implement its own AQM algorithm, and, in addition, the two AQMs are coupled with each other as described below.   

US Scheduling improvements 

In the upstream direction, a new Upstream Scheduling Type, Proactive Grant Service (PGS), has been defined.  PGS provides a baseline grant stream which ensures that packets in the low latency queue are not delayed by the request-grant process. A CMTS can automatically adjust the grant stream based on activity, by increasing the sizes of the proactive grants, reducing the interval between proactive grants, or both.  Other requirement changes enable a faster request-grant loop for non-PGS Service Flows; these include a reduced MAP Interval (nominal 1 millisecond) and tightened turn-around time in the CMTS scheduler.

[bookmark: _Toc531185572]High Level Architecture   

Low Latency services are provided by using a combination of queuing optimizations and scheduling improvements. As shown in the diagram below both the CM and CMTS work together to enable lower latency across the DOCSIS network. At a high-level the low latency architecture consists of a dual queue approach, for queue-building vs non-queue-building traffic . This approach is implemented in the system by an Aggregate Service Flow composed of two individual Service Flows. There is an Aggregate Service Flow for the upstream direction and a separate one for the downstream direction. The constituent individual Service Flows within an Aggregate Service Flow  are the “Low Latency Service Flow” and the “Classic Service Flow”. There can be more than one Aggregate Service Flow in each direction if an operator configures multiple services for low latency. This architecture also supports a transition to next-gen TCPs that comply with the L4S-arch [xref IETF draft].

In both the upstream and downstream direction, when the CMTS creates the Low Latency Service Flow and the Classic Service Flow, it also configures classifiers for the Low Latency Service Flow and the Classic Service Flow (if needed). By default the classifiers for the Low Latency Service Flow will classify all packets marked with the DSCP code point EF (and other codepoints for non-queue-building traffic) and all packets marked as ECN Capable Transport into the service flow.  All other traffic will default to the Classic Service Flow. It is expected that the Low Latency Service Flow queue is shorter compared to the Classic Service Flow. Each of these Service Flows implements an AQM which is coupled to the other [xref section on Dual queue couple AQMs], where the Low Latency Service Flow AQM implements Explicit Congestion Notification, while the Classic Service Flow AQM utilizes packet drops.

In the upstream the CM implements a queue protection function, which protects the Low Latency Service Flow from being overwhelmed by mismarked traffic, while the CMTS implements the queue protection function for the downstream. 

In the upstream, there is latency introduced due to the request-grant cycle. The CMTS also proactively issues grants to the CM, using a Proactive Grant Service (PGS) scheduling type [see xref PGS], in order to reduce the the media acquisition delay seen by upstream traffic.  

The CMTS rate shapes the upstream Aggregate Service Flow by ensuring that the sum of the grants to the Low Latency Service Flow and the Classic Service Flow do not exceed the QoS envelope for the Aggregate Service Flow. 

The CMTS rate shapes the downstream Aggregate Service Flow by ensuring that the combined traffic on the Low Latency Service Flow and the Classic Service Flow do not exceed the QoS envelope for the Aggregate Service Flow. 

The CMTS schedules across the two SFs using an Interqueue Scheduler.

At this time, this architecture only supports two queues within an ASF (Low Latency SF and the Classic SF). 

[image: ]

[bookmark: _Toc496082772]Figure 2 – Low Latency System Architecture Diagram



Terminology and definitions relating to Low Latency service: 

· Low Latency Aggregate Service Flow: An ASF used for the low latency system architecture.  A Low Latency ASF has two service flows: a Low Latency Service Flow and a Classic Service Flow, it supports a Dual-queue coupled AQM mechanism, as well as Queue Protection.

· Low Latency Service Flow (LLSF): Within a Low Latency ASF, the service flow that provides low-latency layer transport service by excluding queue-building traffic (via classification and Queue Protection).

· Low Latency Queue: The set of data packets that are awaiting transmission on the Low Latency Service Flow.

· Classic Service Flow: Within a Low Latency ASF, the service flow intended to carry traffic that is not classified into the Low Latency Service Flow (i.e. queue-building traffic).

· Classic Queue: The set of data packets that are awaiting transmission on the Classic Service Flow.

· Queue-building traffic:  Some applications use congestion controllers that are only able to achieve high link utilization if they are allowed to build up a large queue of packets inside the network. This is because sending hosts cycle between cautiously increasing their rate and drastically cutting it when they detect a loss, which implies the buffer has overflowed. Without a large buffer, the regular drastic cuts would under-utilize the network. The process used by queue-building senders to probe for available capacity on the path will occasionally cause the sender to send packets at a data rate that exceeds the available capacity of the link, leading to buffering at the bottleneck link. Queue-building flows use the 'TCP-Friendly' congestion controllers (e.g. Reno, BBR, CUBIC) which are traditionally used by TCP, QUIC, and derivatives such as TCP-Friendly adaptive real-time transports.

· Non-queue-building traffic: Data flows from applications that either don't need to build up a queue to achieve high link utilization or don’t need high link utilization. Non-queue-building flows could be unresponsive UDP flows that send traffic smoothly and at a relatively low data rate, and are thus unlikely to build up a queue in the network. They could also be L4S TCP flows that respond immediately to signals of imminent congestion to prevent queue build up. Even traffic that the source intends to be non-queue-building might actually build a queue if it happens to coincide with sufficient other non-queue-building traffic (see Queue Protection below).

· L4S: The Low-Latency Low-Loss Scalable throughput approach that supports congestion control algorithms that can achieve link capacity without causing latency and loss.  See [xref to https://tools.ietf.org/html/draft-ietf-tsvwg-l4s-arch]

· Dual-queue coupled AQM: The queue management approach that supports a transition from Classic congestion controls to L4S congestion controls [xref to https://tools.ietf.org/html/draft-ietf-tsvwg-aqm-dualq-coupled].

· Inter-SF Scheduler: CMTS mechanism to identify the amount of resources that will be allocated between the Low Latency and Classic Service Flows that belong to the same ASF.

· Queue Protection: Mechanism to prevent bursty application traffic from harming the queuing delay of other traffic in the Low Latency Queue. 

Dual queue coupled AQM



The Dual Queue Coupled AQM  consists of the following:

· the Dual Queue structure that provides latency separation for non-queue-building flows from queue-building flows,

· the coupling between the AQMs that ensures that the capacity of the aggregate service flow is used roughly equally by traffic flows across both queues.  E.g. Three capacity seeking traffic flows would get approximately one-third of the bandwidth each, regardless of which queue each flow utilizes. 



Inter-SF Scheduler  

As the Dual Queue Coupled AQM architecture provides only one-way coupling from the Classic Service Flow to the Low Latency Service Flow, it relies on the Inter-SF Scheduler to balance this by ensuring that conditional priority is given to the Low Latency Service Flow within the ASF. “Conditional priority” means that traffic of the Low Latency Service Flow will be serviced with a priority, yet without the Classic Service Flow being starved. Weighted Round Robin (WRR) is a simple scheduler that achieves the desired results, and is recommended in [draft-ietf-tsvwg-aqm-dualq-coupled]. 

For Upstream ASFs, the CMTS MUST implement a weighted scheduler between the Low Latency Service Flow and the Classic Service Flow within the Aggregate Service Flow. Since the WRR algorithm acts on variable-length packets, and the CMTS schedules Upstream Service Flows in terms of minislots, this specification requires a simple “Weighted” scheduler for upstream that assigns minislots for the two Service Flows according to the configured weight.

For Downstream ASFs, the CMTS SHOULD implement a WRR scheduler between the Low Latency Service Flow and the Classic Service Flow within the Aggregate Service Flow.

As discussed in Section 7.7.4.4 the Traffic Priority values for the Classic Service Flow and Low Latency Service Flow do not influence the Inter-SF Scheduler. 

Classifier

Because the Low Latency system architecture utilizes additional Service Flows, additional packet classifiers will be used in order to ensure that non-queue-building packets are queued to the appropriate Service Flow.

These classifiers will contain additional TLVs that further specialize them to match non-queue-building packets (e.g. DSCP-EF).



Queue Protection

The low queuing delay for Low Latency Services depends on applications sending their data smoothly in order not to build a queue. However, the data of a queue-building application might erroneously be classified into a Low Latency Service Flow, perhaps accidentally or maliciously. Queue Protection prevents such erroneous behavior from harming the queuing delay of other traffic in the Low Latency Service Flow. 

In normal scenarios without misclassified traffic, Queue Protection does not intervene at all in the classification or forwarding of packets. Queue Protection requirements for the CM and CMTS  are specified in Section 7.7.6.



Rate Shaping

The Dual Queue mechanism for Low Latency Services is composed of Classic Queue and Low Latency Queue that are implemented as separate Service Flows within an Aggregate Service Flow. Individual Service Flow rate shaping is done at the CMTS for Downstream traffic and CM for Upstream traffic as defined in Annex C 2.2.7 to conform to configured QoS parameters such as Maximum Sustained Traffic Rate (C 2.2.7.2), Maximum Traffic Burst (C 2.2.7.3) and Peak Traffic Rate (C 2.2.7.10). However, for Aggregate Service Flows, the ASF level rate shaping operates in the CMTS for both traffic directions. In the upstream direction, normally it would be expected that rate shaping is disabled for the individual Service Flows within the ASF. However, if rate shaping is enabled for the individual Service Flows, the CM enforces the shaping parameters. Additionally, for Upstream traffic, the CMTS can optionally also perform rate shaping of the individual Service Flows within an ASF to ensure conformance with the configured QoS metrics. In the Downstream direction, the CMTS can optionally support rate shaping of individual Service Flows within the ASF.

Requirements for rate shaping for Low Latency services are described in Section 7.6.4.

Proactive scheduling

Proactive scheduling is a set of CMTS upstream scheduling techniques that attempts to eliminate the overhead and latency of CM requests and assures that grants will be available to meet the media access delay requirement for low latency service. The logic behind proactive scheduling is that the proactive grants (i.e. grants issued by the CMTS without a matching bandwidth request being received first from the CM), will allow the CM to bypass the request-grant loop and send packets right away.  



With proactive scheduling, the CMTS estimates the bandwidth demand of the Service Flow and provides grants on the basis of this estimate, with the intention being that grants are made available for queued packets without the need for an explicit request.  Proactive scheduling does not, however, preclude the use of reactive (i.e. request-based) granting completely. In situations where the arriving data exceeds the grants provided proactively, the CMTS utilizes Requests sent by the CM in order to adjust the grants provided to the Service Flow. The CMTS applies rate shaping to ensure that traffic remains within the bounds specified by the Service Flow or Aggregate Service Flow QoS parameters.

 

To meet the upstream media access delay targets for Low Latency Service, the Proactive Grant Service (PGS) scheduling type, as described in Section 7.2.3, is provided for PGS Service Flows.  PGS allows the operator to provision the proactive scheduling at the CMTS to provide a guaranteed bound on the upstream media access delay when the Service Flow is carrying traffic below a given traffic rate.



Proactive scheduling techniques are not limited to the PGS scheduling type; the CMTS can also use proactive scheduling techniques to improve the latency performance of a non-PGS Service Flow, subject to the available channel bandwidth and the individual service flow’s SLA. 

The PGS scheduling type could be used for the Low Latency Service Flow within a Low Latency Aggregate Service Flow, or for Service Flows outside of an ASF that require latency assurance.



Request-Grant cycle improvements

For Upstream Service Flows, in the absence of Proactive Grants (e.g. a Best Effort scheduling type) or in situations where the arriving data exceeds the grants provided by PGS, the CM utilizes a Request message in order to request for bandwidth.  An important metric that impacts latency in these situations is the Request-Grant loop time, i.e. the amount of time between the CM transmitting a Request message and transmitting an upstream burst in the corresponding data Grant.  

In order to support low latency services, the CMTS minimizes the Request-Grant loop time by keeping the MAP interval as short as possible (less than 1ms in many cases), and reducing the processing time for MAP generation.  This is described in more detail in Section 7.2.1.

Channel Bonding Impacts / Resequencing 

For supporting Low Latency services, the latency of all downstream paths must be kept as low as possible. Various factors that contribute to the downstream latency may be addressed as follows:

· The CMTS supports PHY configurations (interleaver depth, OFDM frame size etc.) that can result in minimal latency in each channel. The operator is encouraged to design the channel settings to meet the latency and skew requirements.

· When a Low Latency service is using bonded channels, the operator should consider using a bonding group consisting of channels that are similar (i.e. OFDM/OFDMA based channels only, or alternatively SC-QAM channels only in the bonding group).   This is to get an approximate match in capacity of channels within the bonding group.

· The latency incurred by the codeword builder of the MAC-PHY Convergence Layer is dependent on the channel bandwidth and number of profiles as described in Table 7-12. For Low Latency services, the operator should choose profiles appropriate to the available bandwidth to keep the codeword builder latency to a minimum.

· 

· In a Remote PHY system, there are several requirements already specified in terms of maintaining CCAP Core output rate to the RPD to reduce latency, as explained in the “Latency and Skew Requirements for DOCSIS Channels” and “CCAP Core Output Rate” Sections of [DOCSIS R-DEPI]. Additionally, in the case of OFDM for DOCSIS 3.1, the PHY layer has its own set of algorithms to determine FEC codewords (long, short or medium) and codeword shortening logic.  The total PHY overhead depends on the resulting codeword choices.  In a Remote PHY architecture, the MAC layer is in the CCAP Core while the PHY layer is in the RPD.  The CCAP core tries to estimate what the remote PHY layer will do when creating FEC codewords, and the resulting PHY overhead, based on the packet sizes it sends for each profile within the OFDM channel.  Generally, the CCAP core might prefer to send as much traffic as possible to the RPD for maximum channel efficiency, as it long as it can meet the output rate requirements. However, this can lead to increased packet backlog at the RPD, increasing latency. To meet Low Latency traffic needs, it is recommended that the CCAP core estimate in favor of low latency over channel efficiency when sending traffic to RPDs.

· 

· 



Energy Management Impact

This specification defines two Energy Management modes, EM 1x1 Mode and DOCSIS Light Sleep.  If both the CM and CMTS support Energy Management and it is enabled by the operator, the CM requests from CMTS to enter or exit one of the EM modes based on configured traffic thresholds. Both modes potentially affect the Low Latency service flow’s behavior.

When the CM is in EM 1x1 mode, the Low Latency ASF’s performance can be impacted in the same manner as when the CM is in a partial service mode (see Sec 7.7.3.10).

When the CM is in DLS mode, the impact on the latency in a DS direction could be up to 200 milliseconds due to directed DS sleep time and in the US direction the impact on a latency could be up to 255 milliseconds due to DLS Maximum Sleep Latency parameter.

It is up to the operator to define entry thresholds and EM parameters that appropriately balance the impact that Energy Management and Low Latency services have on one another.

Partial Service Impact

In certain operational conditions, such as Partial Service operation (see Xref: Section 8.4), the aggregate rate of the underlying physical channel(s) in a CM’s RCS and/or TCS may temporarily drop below the configured Maximum Sustained Traffic Rate.  In such cases, the CM MAY temporarily refer to the estimated physical link rate instead of Maximum Sustained Traffic Rate for the purposes of the AQM calculations.  In such cases, the CMTS MAY temporarily refer to the estimated physical link rate instead of Maximum Sustained Traffic Rate for the purposes of the AQM calculations.







[bookmark: _Toc531185573]Aggregate Service Flow General Operation

Configuration of Aggregate Service Flows and individual Service Flows for low latency services happens during the Registration process or can be dynamically initiated by the CMTS post-registration.

Low latency services are implemented on the DOCSIS system with a Dual-queue-coupled-AQM approach. The low latency services are supported as a combination of two queues (Latency and Classic queue) and each queue being implemented by an individual service flow. A low latency service is configured by enabling an Aggregate Service Flow with two underlying individual Service Flows. 

The CMTS MUST support at least one upstream Low Latency ASF instance per CM. The CMTS SHOULD support at least two upstream Low Latency ASF instances per CM. The CMTS MUST support at least one downstream Low Latency ASF instance per CM.The CMTS MUST support Aggregate Service Flows in the upstream direction as described in this section. The CMTS MUST support Aggregate Service Flows in the downstream direction as described in this section. 

A CM MUST support at least two Low Latency ASFs in the upstream direction.

The CMTS MUST reject an Aggregate Service Flow configuration if the CMTS does not have the capability to support the Quality of Service parameters for the flow. For example, if the CMTS does not support aggregate rate shaping for the individual service flows across the Aggregate Service Flow, it rejects the Service Flow request.

ASF Provisioning Static Operation

Static configuration of Aggregate Service Flows happens during the Registration process. A provisioning server provides the CM with a configuration file, which contains the information needed to provision an Aggregate Service Flow for purposes of low latency.  The CM passes the configuration information to the CMTS in a Registration Request. The CMTS derives the appropriate expansion of Aggregate Service Flows, individual Service Flows, and classifiers using the process defined in this section, and replies with a Registration Response. The CM sends a Registration Acknowledge to complete registration.





A CM configuration file consists of instances of QoS Classifiers, Upstream Drop Classifiers, Service Flow Encodings and Aggregate Service Flow encodings. The previously described configuration rules for QoS Classifiers, Upstream Drop Classifiers, and Service Flow Encodings apply in addition to the rules for Aggregate Service Flows described in this section.   

Aggregate Service Flow Encodings can be described using an Aggregate QoS Profile (AQP) name or a full definition of individual service attributes (omitting items with defaults if desired) or a combination. An AQP name is an ASCII string which is known at the CMTS (i.e. defined in the “AQP Table” [xref CCAP-OSS] at the CMTS) and which indirectly specifies a set of QoS Parameters for the ASF. 

In addition, the CMTS supports automatically expanding an individual Service Flow encoding into an ASF for CMs that indicate Low Latency Support (see <xref C.1.3.1.69>).  This process requires that the Service Flow encoding includes a Service Class Name TLV, and involves the CMTS using the Service Class Name to find a matching AQP entry.



An operator can encode ASFs and SFs in a CM configuration file in a number of ways, including using one of the following options:

1. An individual Service Flow described using explicit Service Flow parameters, with no Service Class Name TLV ([24/25].4), or with a Service Class Name that does not match an entry in the AQP Table at the CMTS.  This results in an individual Service Flow, and does not configure any ASFs.

2. An individual Service Flow described using a Service Class Name TLV ([24/25].4) that corresponds to an entry in the AQP Table at the CMTS.  This Service Flow is automatically expanded into an ASF by the CMTS as described below.  

3. Such a Service Flow definition could also have additional individual Service Flow parameters which would override parameters defined at the CMTS as described in section <xref 7.7.4.2>. 

4. An Aggregate Service Flow described using an Aggregate Service Flow TLV (70 or 71).

a. Such a configuration could have an Aggregate QoS Profile Name (AQP Name) TLV ([70/71].4) that is used by the CMTS to look up a definition of the ASF in its AQP Table.

b. Such a configuration could also have Aggregate Service Flow parameters which would explicitly define the ASF, or would override parameters defined for the AQP on the CMTS as described in <xref 7.7.4.2>. 

c. Such a configuration could also have explicit individual Service Flow TLVs (24 or 25) that reference the ASF via the Aggregate Service Flow Reference TLV ([24/25].36).

d. 

5. 

a. 

Service Flow TLV [24/25] Handling

When the CMTS receives a Service Flow encoding (TLV [24/25]) in the CM registration request that includes an Aggregate Service Flow Reference TLV ([24/25].36), this Service Flow is defining a consitutent Service Flow under an ASF, and so is handled as part of ASF handling.  

When the CMTS receives a Service Flow encoding (TLV [24/25]) in the CM Registration Request that does not include an Aggregate Service Flow Reference TLV ([24/25].36), and does not include a Service Class Name TLV ([24/25].4), this encoding represents an individual Service Flow, not part of an ASF.

When the CMTS receives a Service Flow encoding (TLV [24/25]) in the CM Registration Request that does not include an Aggregate Service Flow Reference TLV ([24/25].36), and contains a Service Class Name along with a Service Flow Scheduling Type other than BE or PGS, the CMTS MUST treat the encoding as representing an individual Service Flow, not part of an ASF, and proceed to look up the Service Class Name in the Service Class Table. 

When the CMTS receives a Service Flow encoding (TLV [24/25]) in the CM Registration Request that does not include an Aggregate Service Flow Reference TLV ([24/25].36), but does include a Service Class Name TLV ([24/25].4), the CMTS MUST attempt to look up the Service Class Name in the AQP Table.  If the CMTS finds a match for the Service Class Name in the AQP Table, the CMTS MUST expand the ASF parameters as defined in the AQP Table into an ASF and the constituent Service Flows and signal them to the CM in the Registration Response according to the process defined in Figure X below.  If the CMTS does not find a match for the Service Class Name in the AQP table, it treats the encoding as representing an individual Service Flow, not part of an ASF, and proceeds to look up the Service Class Name in the Service Class Table [xref CCAP-OSS].

If the CMTS finds a match for the SCN in the AQP Table and there are additional Service Flow QoS parameters specified in the Service Flow encoding in the Registration Request, the CMTS MUST use those parameters at the ASF or SF level as appropriate, as defined in the section below on overriding parameters [<xref 7.7.4.2>].

This process is summarized in Figure X below.
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Figure 116 – Service Flow TLV Handling

Aggregate Service Flow TLV [70/71] Handling

When the CMTS receives an Aggregate Service Flow encoding (TLV [70/71]) in the CM Registration Request it uses the Aggregate QoS Profile Name TLV ([70/71].4) if present to look up a definition of the Aggregate QoS Profile in the AQP Table, and then treats explicit ASF parameters (TLV [70/71].x) and linked constituent Service Flow encodings (i.e. TLV [24/25] that contain an Aggregate Service Flow Reference that points to this Aggregate Service Flow encoding) as overrides to any corresponding parameters gleaned via the AQP Table lookup. 

If the ASF encoding contains an AQP Name TLV ([70/71].4), the CMTS MUST lookup the AQP Name in the AQP Table [xref OSS].  If the CMTS finds a match for the AQP in the AQP Table, the CMTS MUST expand the ASF parameters as defined in the AQP Table into an ASF and the constituent Service Flows. 

If the CMTS finds a match for the AQP in the AQP Table and there are overriding AQP parameters specified in the ASF encoding in the Registration Request, the CMTS MUST use those parameters at the ASF or SF level as appropriate, as defined in the section below on overriding parameters [xref  section below].

Note that the ASF encoding can contain a sub-TLV ([70/71].42.[3/4]) to specify a Service Class Name for the Low Latency Service Flow or the Classic Service Flow (possibly overriding any such Service Class Names from the AQP Table).  In the event that the configuration file contains an explicit TLV ([24/25]) to define either or both of those constituent Service Flows, the presence of a Service Class Name sub-TLV ([24/25].4) would be invalid, and would result in the configuration being rejected by the CMTS. 

As part of AQP expansion via an AQP Table entry, the CMTS MUST create classifiers for the constituent Service Flows using the process defined in <xref section 7.7.4.3>.

The CMTS MUST create the ASF and SFs as defined in the Registration Request and signal them to the CM in the Registration Response, 

as detailed in Figure Y below.
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Figure 116 – Aggregate Service Flow TLV Handling
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· 



· 

Overriding parameters for AQP automatic Expansion.

When the CMTS finds a match for the SCN or AQP in the AQP Table and there are overriding parameters in the CM Configuration file, the CMTS needs to override those parameters in the ASF and SFs that it creates.  The CMTS MUST override the parameters as per the following rules:  

The following TLV parameters override the corresponding parameters in the AQP Table and are thus used to define Service Flows during AQP expansion: Classic SF SCN, Low Latency SF SCN.

The following TLV parameters override the corresponding parameters in the AQP Table and are thus only applied to the resulting ASF encoding: Traffic Priority, Maximum Sustained Traffic Rate, Maximum Traffic Burst, Minimum Reserved Traffic Rate, Assumed Minimum Reserved Rate Packet Size, Peak Traffic Rate.

The following TLV parameters override the corresponding parameters from the Service Class Table and are applied to both the Low Latency Service Flow and the Classic Service Flow:  Quality of Service Parameter Set Type, Timeout for Active QoS Parameters, Timeout for Admitted QoS Parameters, Request/Transmission Policy, IP Type Of Service Overwrite, Required Attribute Mask, Forbidden Attribute Mask, Attribute Aggregation Rule Mask, Application Identifier, Maximum Downstream Latency (DS only), Downstream Resequencing, AQM Disable.

The following TLV parameters override the corresponding parameters from the Service Class Table and are applied only to the Classic Service Flow: Minimum Buffer, Target Buffer, Maximum Buffer, AQM Latency Target.  

If the CMTS receives, via a Registration Request message, a Service Flow encoding that contains a Service Class Name along with a Request/Transmission Policy TLV that conflicts with the Scheduling Type for either of the Individual Service Flows configured in the AQP expansion, the CMTS MUST reject such a configuration.

If the configuration file defines an ASF (via TLV [70/71]) along with one or two explicit constituent Service Flow TLVs ([24/25]), the operator can override the LL SF SCN and/or the Classic SF SCN via TLV [70/7If the CMTS receives, via a Registration Request message, a Service Flow encoding that contains an Aggregate Service Flow Reference TLV ([24/25].36) and a Service Class Name TLV ([24/25].4), the CMTS MUST reject such a configuration.

Classifiers, ASF and Automatic Expansion

As packets associated with non-queue-building IP flows arrive, it is desirable to direct them to a Low Latency Service Flow.  The Low Latency feature will make use of DOCSIS Packet Classifiers in order to do this. As always, CMs will implement US Packet Classifiers, and CMTSs will implement DS Packet Classifiers.

Packets from non-queue-building IP flows are expected to have certain characteristics. These characteristics typically apply both to IPv4 and IPv6 (though the location of the values within the IP headers is different):

· DSCP-EF marked – this marking may be used by applications (e.g. games)

· ECT(1) marked – this marking is used by L4S applications

In addition, since the ECN Congestion Experienced (CE) marking is ambiguous as to which version (ECT(0) or ECT(1)) is in use, by default all CE marked packets are directed to the Low Latency Service Flow.

For IPv4 packets, DSCP-EF marking implies that the upper 6 bits of the ToS octet are set to a value of 0x2e. In order to classify packets marked as DSCP-EF, the Packet Classifier IPv4 ToS Range and Mask TLV would be configured such that tos-low=0xb8, tos-high=0xb8, tos-mask=0xfc.

For IPv4 packets, ECT(1) marking implies that the lower 2 bits of the ToS octet are set to a value of 0x01, and CE marking implies 0x03, so to match both of these types of packets, the classifier needs to match the ECN-LSB. In order to classify packets marked with the ECN-LSB set, the Packet Classifier IPv4 ToS Range and Mask TLV would be configured such that (tos-low=0x01, tos-high=0x01, tos-mask=0x01).

Because of the nature of the IPv4 ToS Range and Mask TLV, a single classifier cannot be used for both DSCP-EF and ECN-LSB.

For IPv6 packets, the classifiers are similar for DSCP-EF and ECN-LSB, except that the IPv6 Traffic Class Range and Mask TLV will be used instead of the IPv4 ToS Range and Mask TLV. The values specified in the IPv6 Traffic Class Range and Mask TLV will be the same as in IPv4.

If the operator wants to classify IPv4 DSCP-EF and IPv4 ECN-LSB and IPv6 DSCP-EF and IPv6 ECN-LSB packets, then 4 classifiers will need to be created and associated with the Low Latency Service Flow.

Of course, other Packet Classifiers may also be associated with the Low Latency Service Flow. For example, perhaps a popular game has not been updated to perform DSCP-EF marking on the packets that it transmits and an operator wants to classify these packets to the Low Latency Service Flow. If the game uses a specific TCP or UDP destination port number, then a Packet Classifier can be added with the TCP/UDP Destination Port Start and End TLVs set to the port number for the game server.

These Packet Classifiers will be configured by the operator in the AQP table. The AQP table classifier settings need to be “merged” with any Packet Classifier settings that are associated with the ASF that is specified in the configuration file and REG-REQ(-MP). The AQP table will have only the TLVs that are necessary in order to identify a packet as being part of a non-queue-building IP flow.

If there are no Packet Classifiers specified in the configuration file and REG-REQ(-MP), then the merge process is simple: the CMTS creates new Packet Classifiers, assigns ID values as needed (including the Service Flow ID from the Low Latency SF that was created), and populates TLVs from the AQP table (e.g. IPv4 DSCP-EF, etc). This diagram shows an example of one such Packet Classifier being added from the AQP:
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Figure 116 – Classifier Merge Example 1



If there are 1 or more Packet Classifiers specified via the configuration file, then the merge process can be more complicated, and could even result in a conflict. The diagram below shows an example of a configuration file where the ASF does not contain the primary SF (where the ASF is not being expanded from the first SF in the REG-REQ(-MP)), and thus needs to have a Packet Classifier associated with it. In this example, there is no conflict associated with the merge, and the AQP table contains 2 classifiers (DSCP-EF for IPv4 and for IPv6):
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 Figure 116 – Classifier Merge Example 2



The diagram below also shows an example of a configuration file where the ASF does not contain the primary SF (where the ASF is not being expanded from the first SF in the REG-REQ(-MP)), and thus needs to have a Packet Classifier associated with it. In this example, there is a conflict associated with the merge:
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Figure 116 – Classifier Merge Example 3



In a scenario where a Packet Classifier TLV specified in the configuration file/REG-REQ(-MP) is also specified in the AQP table (as shown in the example above), the CMTS MUST reject the Registration Request. 





· 

· 

· 

· 





SF and ASF Priority 

For scheduling across Service Flows and Aggregate Service Flows, the CMTS compares Traffic Priority values for ASFs and individual (non ASF) Service Flows.  The Traffic Priority values for Service Flows within an ASF are not intended to be utilized by the CMTS for scheduling.

ASF Provisioning Dynamic Operation

Dynamic configuration of Aggregate Service Flows can happen anytime after the Registration process using CMTS-initiated Dynamic Service messages. 

Association of LLSF and Classic SF to Low Latency ASF

A Low Latency Aggregate Service Flow (i.e. an ASF for which TLV [70/71].42 is present) consists of a single Low Latency Service Flow and a single Classic Service Flow.  

The CM MUST use the Service Flow indicated by the Low Latency Service Flow Identifier encoding (TLV [70/71].42.2) as the Low Latency Service Flow for the ASF.  The CM MUST use the other Service Flow within the ASF as the Classic Service Flow for the ASF. 

The CMTS MUST use the Service Flow indicated by the Low Latency Service Flow Reference encoding (TLV [70/71].42.1) as the Low Latency Service Flow for the ASF.  The CMTS MUST use the other Service Flow within the ASF as the Classic Service Flow for the ASF.

[bookmark: _Toc531185574]Dual Queue Coupled AQM Structure 

The queues for both service flows that comprise the Low Latency Aggregate Service Flow are managed by two active queue management (AQM) algorithms that are coupled together. These AQMs are deployed at the CM for the upstream and at the CMTS for the downstream. 

Data sources that tag their traffic to be classified into the Low Latency Service Flow (LL SF) are expected not to build a queue by sending what is termed non-queue-building traffic [xref 7.7.3], either by sending traffic at a low rate or by responding to Explicit Congestion Notification (ECN), which signals the early onset of queue growth. 

If a data source has the logic to understand ECN signals, it will tag its packets with the ECN-Capable-Transport (ECT) codepoint in the 2-bit ECN field of the IP header (v4 or v6) [RFC3168]. And if the data source has Low Latency Low Loss Scalable throughput (L4S) congestion control logic to keep queuing delay extremely low, it will tag its packets with the ECT(1) codepoint in the ECN field [draft-ietf-tsvwg-ecn-l4s-id]. The AQM that manages the Low Latency Service Flow (the LL AQM) helps such data sources keep the queue to a very shallow target by marking the ECN field increasingly frequently with the Congestion Experienced (CE) codepoint, immediately the queue approaches its target depth (usually configured to 1 ms using the SF AQM Latency Target parameter). 

Responding to congestion signaling is less important for a low rate data source, which does not generally build a queue, so it will leave the ECN field cleared to zero, meaning 'Non-ECN-Cable Transport'. To ensure its packets are classified into the LL SF, it will tag them with a Non-Queue-Building Diffserv Codepoint (DSCP) [draft-briscoe-tsvwg-l4s-diffserv]

Data sources that do not tag their traffic as non-queue-building in one of the above ways are called queue-building. Their traffic is classified into the Classic SF. The Classic AQM keeps the Classic queue to a target delay that is as low as possible, but it cannot be as low as the target of the LL AQM. This is because queue-building traffic is commonly controlled by Queue-Building congestion controllers such as TCP Reno, Cubic or BBR, which under-utilize capacity if the queue is too shallow. The AQM for a Classic SF that is part of an Low Latency Aggregate SF is no different from the AQM for a stand-alone SF, except the drop probability that it applies is coupled across to the ECN marking level that the LL AQM applies.

The aim of coupling the two AQMs together is to ensure data flows share the capacity of the Aggregate Service Flow as if it were a single pool of capacity. Thus, the two service flows appear as one from a bandwidth perspective, even though the low queuing delay into the LL SF is isolated from that of the deeper queue into the Classic SF.
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Figure 24 – Coupling between the PIE AQM and the Low Latency AQM



The coupling makes the presence of traffic in the Classic SF apparent to sources of LL traffic, so that LL flows make sufficient space for Classic flows. The Inter-SF Scheduler ensures that, if there is traffic queued for the LL SF, it will be served immediately. So the coupling is necessary to ensure that LL traffic leaves enough space between its packets, so that Classic flows will get  roughly equal access to the aggregate capacity.

The scalability of L4S data sources stems from the fact that their flow rate is inversely proportional to the congestion signaling level from the network, while Classic data sources are unscalable because their flow rate is inversely proportional to the square root of the congestion signal. The goal is for L4S and Classic data sources to share the capacity of the aggregate SF as if they were all the same type of flow each using roughly the same share of the bandwidth pool. So the Classic drop probability is squared relative to probability that is coupled across to the LL queue, which counterbalances the square root relationship of Classic flow rates. Figure 24 shows how this can be achieved using the PIE AQM. Figure 25 shows an alternative dual queue coupled AQM structure based on the Dual PI2 AQM described in Appendix A of  [draft-ietf-tsvwg-aqm-dualq-coupled].
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Figure 23: Coupling between  Base AQM and the Low Latency AQM



Figure 25 – Coupling between the Base AQM of PI2 and the Low Latency AQM

Requirements for both the AQMs in a Coupled AQM structure are included in the requirements for all AQMs in Section 7.8.



[bookmark: _Toc522721783][bookmark: _Toc531185575]Queue Protection

Queue Protection categorizes packets into the application data flows, termed Microflows. All packets of each Microflow are characterized by identical values in a set of header fields. The Queue Protection algorithm accumulates a queuing score per Microflow, which represents the degree to which that Microflow has recently been responsible for building the queue. If the queuing delay of the Low Latency Service Flow is in danger of exceeding a critical threshold, Queue Protection removes packets of those Microflows with the greatest queuing score. By default it redirects such packets into the Classic Service Flow.

In all normal scenarios where no Microflow is misclassified, Queue Protection is expected not to intervene at all in the classification or forwarding of packets.

CM Queue Protection Requirements

[bookmark: __RefHeading___Toc2042_3144830989]Queue Protection operation on the CM is independent of Queue Protection operation on the CMTS. By default the CM MUST enable the Queue Protection algorithm defined in Annex P for each upstream Low Latency Service Flow, unless provisioned otherwise by TLV. The CM MUST support the ability to disable Queue Protection on a per-upstream Low Latency Service Flow basis. The CM MUST operate each Queue Protection algorithm on each upstream upstream Low Latency Service Flow independently.

[bookmark: __RefHeading___Toc2180_3144830989]The CM MUST implement the Queue Protection algorithm defined in Annex P.

The Queue Protection algorithm requires no special treatment when a CM enters or exits energy management or partial service modes. The algorithm is wholly packet driven so there are no regular housekeeping functions that would be missed while processing is suspended. Also all functions that rely on flow state always inherently update or expire the flow state before using it. 

New Queue Protection algorithms might be developed in future so it might be desired to update the Queue Protection algorithms on deployed CMs. In Annex P the functions of the Queue Protection algorithm are described as either policy or mechanism. It is more likely that it might be desired to update policy functions than mechanism functions. 

CMTS Queue Protection Requirements

Queue Protection operation on the CMTS is independent of Queue Protection operation on the CM. By default the CMTS MUST enable a Queue Protection algorithm as defined in Annex P for each downstream Low Latency Service Flow, unless provisioned otherwise by TLV.

The CMTS MAY support additional published vendor-specific Queue Protection algorithms that are selectable and configurable by the operator. An algorithm description that is publicly accessible allows for wider evaluation by the industry and networking community and allows new end-to-end transport layer behaviors to be tested against it.

The CMTS MUST support the ability to disable Queue Protection on a per-downstream Low Latency Service Flow basis.The CMTS SHOULD operate each Queue Protection algorithm on each downstream Low Latency Service Flow independently.

[bookmark: __RefHeading___Toc10732_1548017663]The CMTS MUST implement the Queue Protection algorithm defined in Annex P. 

The Queue Protection algorithm requires no special treatment when the associated CM enters or exits energy management or partial service modes. The algorithm is wholly packet driven so there are no regular housekeeping functions that would be missed while processing is suspended. Also all functions that rely on flow state always inherently update or expire the flow state before using it. 

 New Queue Protection algorithms might be developed in future so it might be desired to update the Queue Protection algorithms on deployed CMTSs. In Annex P the functions of the Queue Protection algorithm are described as either policy or mechanism. It is more likely that it might be desired to update policy functions than mechanism functions. 



[bookmark: _Toc531185576]Latency Histogram Calculation

Downstream Service Flows and Upstream Service Flows configured for BE or PGS scheduling support Active Queue Management (AQM) algorithms. As part of their operation, these AQMs generate estimates of the queuing latency for the Service Flow.  The Latency Histogram Calculation function exposes these estimates to the operator in order to provide information that can be utilized to characterize network performance, optimize configurations, or troubleshoot problems in the field.  

The ‘Latency Histogram Encodings’ parameter when present enables latency histogram calculation for the given service flow. The latency estimates from the AQM are represented in the form of a histogram as well as a maximum latency value. The operator configures the bins of the histogram, and the CM or the CMTS logs the number of packets with recorded latencies into each of the bins.  The CM implements histograms for upstream service flows and the CMTS implements histograms for downstream service flows. While the latency histogram calculation function utilizes the latency estimation algorithm from AQM, the latency histogram calculation function can be enabled even for Service Flows for which the AQM algorithm is disabled.



The CM MUST support up to 16 histogram bins per service flow. For upstream, latency histogram calculation is required only for BE and PGS service flows. The CMTS MUST support up to 16 histogram bins per service flow.  Latency histogram calculation is disabled by default. The CM MUST track the Maximum Latency per service flow. The CMTS MUST also track the Maximum Latency per service flow. 





For US Service Flows with per-packet latency estimation (i.e. Immediate AQM and/or QProtection configured, even if disabled), the CM SHOULD update the histogram based on the latency estimate for each packet when Latency Reporting is enabled. For DS Service Flows with per-packet latency estimation (i.e. Immediate AQM and/or QProtection configured, even if disabled), the CMTS SHOULD update the histogram based on the latency estimate for each packet when Latency Reporting is enabled. The Latency Histogram Calculation function is intended to not impact the packet forwarding performance of the system, so in cases where CPU limitations make it infeasible to count every packet, the device can subsample the population of packets. In these situations the CM MUST increment the histogram counts by an amount representing the number of packets represented by the counted packet. Similarly, the CMTS MUST increment the histogram counts by an amount representing the number of packets represented by the counted packet. The CM and CMTS provide a “number of histogram updates” counter to reflect level of subsampling.  



For US Service Flows with periodic latency estimation (e.g. DOCSIS-PIE AQM configured, even if disabled) and latency histogram calculation enabled, the CM MUST, with each latency estimate, increment the histogram counts by an amount that represents the number of packets that have been forwarded by the Service Flow since the last histogram update. For DS Service Flows with periodic latency estimation (e.g. DOCSIS-PIE AQM configured, even if disabled) and latency histogram calculation enabled, the CMTS MUST, with each latency estimate, increment the histogram counts by an amount that represents the number of packets that have been forwarded by the Service Flow since the last histogram update. 



The histogram update operation is described in pseudocode here:



uint16_t  bin_edges[15]=[values from config file / MIB]; 

uint64_t  hist_counter[16];

uint16_t  max_latency = 0;

uint64_t  hist_updates = 0;

uint64_t  previousSFPktCount = currentSFPktCount();

…

// On each latency estimate:

i = find_bin(latency_estimate, bin_edges);

hist_counter[i] += currentSFPktCount() - previousSFPktCount; 

hist_updates++;

previousSFPktCount = currentSFPktCount();

hist_updates++;

if (latency > max_latency)  max_latency = latency;



The implementation of find_bin() is presumed to be a binary search algorithm that selects the bin for which the latency_estimate falls in between the bin edge values, but the details are left to the implementor. The function currentSFPktCount () returns the current value of the Service Flow packet counter.



The histogram bin edges are configured as an array of 16-bit unsigned integers, with a resolution 0.01ms . This covers a range of latencies from 0 ms to 655 ms.  If the operator configures 0 edges, the latency histogram calculation is disabled. An operator can configure up to 15 edges (e.g. the operator can choose to configure only 7 edges for a certain SF).



This latency histogram calculation is enabled and configured via a Service Flow TLV, or via an operator setting a MIB object on the device. [CM-OSSI][CCAP-OSSI].  



The CM or CMTS might have limitations as to the number of Service Flows that can be concurrently enabled for latency histogram calculation. The CMTS MUST NOT reject a CM Registration due to exceeding latency histogram calculation capability. The CM MUST NOT reject Registration due to exceeding latency histogram calculation capability.  



[bookmark: __RefHeading___Toc2182_3144830989][bookmark: _Toc531185577]Active Queue Management

Active Queue Management (AQM) schemes attempt to maintain low queue occupancy while supporting the ability to absorb a momentary traffic burst by communicating early to transport layers (typically by means of packet drops or Explicit Congestion Notification) when they start to force higher queue occupancy. See [RFC 2309] and [RFC 7567] as references for a more detailed description of AQM.

The CM and CMTS requirements below define how individual Service Flows (not within an ASF) and both Low Latency and Classic Service Flows within an ASF support AQM. A Classic SF within an ASF will use a similar AQM algorithm to that for an individual SF, whereas the AQM for a Low Latency SF is likely to be different.



CM AQM Requirements

AQM operation on the CM is independent of the DOCSIS version of the CMTS and AQM algorithm operation of the CMTS.

REQ23199 The CM MUST always enable the AQM algorithms for the appropriate types of Service Flow defined below in Section 7.8.1.1.1on each Best Effort and Non-Real-Time Polling Service Upstream Service Flow queue, unless provisioned otherwise by TLV as defined in the CM AQM Requirements section in Annex C.

REQ23200 The CM MUST operate the AQM independently on each Upstream Service Flow.

REQ23201 The CM MUST support the ability to disable AQM on a per-Upstream Service Flow basis.

REQ27409 The CM MAY support additional vendor-specific AQM algorithms that are selectable and configurable via the configuration file TLVs 43 and/or 24.43. 

REQ23202 The CM MUST disable the AQM algorithm on all upstream service flow queues when it is placed into DOCSIS Light Sleep (DLS) Mode and when it is operating in DLS Mode. Unless provisioned otherwise, the CM re-enables the AQM algorithm defined below on each Best Effort and Non-Real-Time Polling Service Upstream Service Flow queue upon exiting DLS Mode. 

Active Queue Management Algorithm

The AQM algorithm manages queuing latency in an upstream Service Flow by predicting the queuing latency of each packet that arrives at the Service Flow buffer and using the predicted latency as an input to a control law that determines whether to enqueue the packet or drop the packet.

REQ23204 The CM MUST implement the PIE AQM algorithm defined in Annex M for all Classic and individual upstream Service Flows that are configured for Best Effort or Non-Real-Time Polling Service.  REQ23203 For SFs using the PIE algorithm, whenever the CM when it exits DLS mode and re-enables the AQM algorithm, the CM MUST reset the AQM state information to the initial state (see the subsection PIE AQM Control Path in Annex M). 	Comment by Karthik Sundaresan: Note to STET : Moved from above section here.

The CM MUST support the Immediate AQM algorithm defined in Annex N for each upstream Service Flow. Selection of AQM algorithm is described in <xref C.2.2.7.15.3>.  

The CM MUST support the extensions to the PIE algorithm conditional on the COUPLED parameter for each Classic upstream Service Flow that is part of an Aggregate Service Flow that supports Low Latency, as defined in Annex M.  Alternatively, the CM MAY use the PI2 algorithm for each Classic upstream Service Flow that is part of an Aggregate Service Flow that supports Low Latency.

New AQM algorithms may be developed in the future, and as a result, it may be necessary or desired to update the AQM algorithm on deployed CMs. Hence it is recommended that CMs provide the capability to use new algorithms via the Secure Software Download mechanism.



CMTS AQM Requirements

REQ23205 The CMTS MUST support a default AQM scheme defined by the vendor. 

The CMTS MUST comply with [draft-ietf-tsvwg-aqm-dualq-coupled], within each downstream Low Latency Aggregate Service Flow.  

REQ27534 The CMTS SHOULD support a published AQM algorithm as the default AQM. An AQM algorithm description that is publicly accessible allows for wider evaluation by the industry and networking community.

REQ23206 The CMTS default AQM scheme MUST bound the median downstream packet forwarding latency in individual Service Flows.

REQ27535 The CMTS default AQM scheme SHOULD allow each downstream Service Flow to attain and maintain a steady transfer rate at the Peak Traffic Rate before the Maximum Traffic Burst has been used.

REQ27536 The CMTS default AQM scheme SHOULD allow each downstream Service Flow to attain and maintain a steady transfer rate at the Maximum Sustained Traffic Rate after the Maximum Traffic Burst has been used.

REQ23207 The CMTS default AQM scheme MUST NOT use packet payload information which couldto identify the applications which that are using the Service Flows.

REQ23208 The CMTS default AQM scheme MUST work without manual tuning by the operator.

REQ23209 The CMTS MUST support a configurable mechanism to control aspects of the AQM algorithm that affect trade-offs with other QoS requirements.

REQ23210 The CMTS MUST be able to control AQM on a per-Service-Flow basis, including the ability to disable AQM.

REQ27537 The CMTS default AQM scheme SHOULD comply with [RFC 7567].

REQ27538 The CMTS SHOULD minimize the number of buffered packets during the transition from Peak Traffic Rate to Maximum Sustained Traffic Rate.

REQ27539 The CMTS SHOULD bound packet loss to an acceptable level for each of the Service Flows.

REQ27540 The CMTS SHOULD adequately handle a variety of congestion avoidance methods that may be in use by transports and applications, such as TCP-Reno, TCP-CUBIC, TCP-SACK, LEDBAT, and RMCAT.

REQ27541 The CMTS SHOULD disable or otherwise reset the AQM scheme for CMs operating in DOCSIS Light Sleep Mode.







[bookmark: _Toc531185578]QoS Support for Multicast and Broadcast Traffic

[bookmark: _Toc531185579]QoS Support for Joined IP Multicast Traffic

This section describes a standard configuration and implementation of QoS for downstream IP multicast traffic that is joined dynamically by a multicast host or statically joined via CMTS configuration. The mechanism for providing QoS to a group of CMs is similar to the mechanism for providing it to an individual CM: the highest priority classifier that matches a downstream packet identifies the service flow for scheduling the packet. In the case of multicast traffic, the classifiers are called "Group Classifier Rules" (GCRs), and the service flows are called Group Service Flows (GSFs). GCRs and GSFs are associated with a Downstream Channel Set (DCS), which is either a single downstream channel or a downstream bonding group of multiple downstream channels. A MAC Domain is considered to have Individual Classifier Rules and Individual Service Flows associated with an individual Cable Modem as well as Group Classifier Rules (GCRs) and Group Service Flows (GSFs) associated with a Downstream Channel Set (DCS). GCRs and GSFs have the same attributes and are described in the same MIB tables as Individual Classifier Rules and Individual Service Flows. 	Comment by Karthik Sundaresan: Note to STET : 
Moved Section 7.5.8  ,  out of 7.5,   it becomes the new 7.9

No other changes to Multicast section other than the move.

This section describes QoS only for joined IP multicast sessions. This includes dynamically joined sessions using multicast management protocol such as IGMP/MLD as well as statically joined sessions using Static Multicast Session Encodings in REG-REQ(-MP) (see the subsection CMTS Static Multicast Session Encoding in Annex C). The mechanism by which the CMTS provides QoS for other downstream broadcast and layer 2 multicast traffic is CMTS vendor specific, although certain CMTS requirements for this traffic are described below.

IP Multicast QoS Overview

An object model diagram that describes multicast QoS operation is depicted in Figure 119.

[image: ]

Figure 119 - IP Multicast QoS Object Model Diagram

The operational model of the CMTS as described in Appendix I is that a CMTS Forwarder submits a MAC_DATA_GROUP.request primitive to a MAC Domain in order to replicate a downstream multicast frame on a Downstream Channel Set of the MAC Domain:

MAC_DATA_GROUP.request(MAC frame, DCSid, DSID)

Where:

MAC frame consists of the layer 2 Ethernet MAC packet from Destination Address through CRC;

DCSid is an index of a Downstream Channel Set that corresponds to either a single downstream channel or a downstream bonding group of multiple channels;

DSID is a Downstream Service Identifier that identifies the group of Cable Modems to which the CMTS Forwarder is transmitting the packet.

Because the CMTS Forwarder supplies a MAC frame to the MAC Domain, it is considered to have mapped the IP destination group address into the standardized layer 2 Ethernet group MAC address for that IP destination group.

As depicted in Figure 119, each DCS is considered to have one or more Group Classifier Rule (GCR) objects associated with it. GCRs are considered to be classifiers of the MAC Domain with the same attributes as the classifiers defined for individual cable modems. Different DCSs have different sets of GCRs.

The DSID is intended to identify the combination of a specific IP multicast session and DCS. The CMTS assigns a different DSID to the same multicast session replicated on different DCSs. The CMTS assigns a different DSID to each different multicast session replicated to the same DCS. A DSID value is unique per MAC Domain (i.e., the CMTS can re-use the same DSID value for two different multicast sessions being transmitted on two different MAC domains).

When the CMTS Forwarder requests a MAC Domain to transmit a joined IP multicast session packet on a particular DCS, the MAC Domain compares the packet against the list of Group Classifier Rules (GCRs) associated with the DCS of the request.

Each GCR refers to a single Group Service Flow (GSF) instantiated on the DCS. A Group Service Flow is a downstream Service flow with the same QoS Parameter Sets as an Individual Service Flow (ISF) created for an individual cable modem. A GSF is always active; its Provisioned, Admitted, and Active QoS Parameter Sets are the same set. GSFs are not communicated to CMs. A GSF is intended to be assigned to the same DCS for the duration of its lifetime. A GSF is not considered to be autonomously load balanced to other DCSs. When the CMTS changes the replication of a particular IP multicast session to a different DCS, the session is considered to be scheduled on a different GSF for the new DCS.

GCRs, like individual classifier rules, have a rule priority. If the multicast packet matches more than one GCR then the CMTS uses the GCR with highest rule priority to select the GSF for transmitting the packet. If more than one matching GCRs have the same highest rule priority, the GCR used by the CMTS is vendor-specific.

If the packet does not match any GCR, the CMTS forwards it to a Default Group Service Flow that is instantiated with QoS parameters from the identified Default Group Service Class for the CMTS.

The Group Service Flow identified for a downstream packet controls the QoS and provides the statistics for accounting for the transmission of the packet in the MAC Domain.

Group Configuration and Group QoS Configuration Tables

For IP Multicast QoS, a cable operator controls the creation of GCRs and GSFs by configuring entries in Group Configuration (GC) and Group QoS Configuration (GQC) tables. These tables only configure the QoS for IP Multicast sessions; they do not control how CMTS replicates IP Multicast Sessions on DCSs. Replication of IP Multicast sessions is determined based on joiners to IP Multicast Sessions. Configuration of how the CMTS replicates to DCSs (e.g., whether the CMTS replicates certain sessions to downstream bonding groups or to a single downstream channel) is vendor-specific.

The object model representation of the Multicast QoS configuration and the associated reporting objects are defined in Multicast QoS Configuration section of the Multicast Requirements Annex in [DOCSIS OSSIv3.0]. Several new objects have been defined to allow the Operator to configure and determine the replication of each Multicast group that is forwarded on a given DCS. These objects include:

Group Configuration: An object that defines the matching criteria for multicast sessions that have been configured for specific QoS treatment. This object is used to define the Group Classifier Rules (GCR) that will place traffic on a given Group Service Flow (GSF). The object also defines if encryption is needed for a given multicast session.

Group QoS Config: An object to assign the specific QoS attributes of a Group Service Flow (GSF) that uses Service Class Names to define the specific QoS treatment that a given multicast session requires.

Group Encryption Config: An object for defining the rules for encrypting multicast sessions. This table does not control the encryption of sessions required for Isolation by the CMTS, only the need for a given multicast session to be encrypted regardless of isolation.

Replication Session: An object used to report the status and forwarding of all multicast sessions actively being forwarded on all DCS in a CMTS.

Operators can configure the rules for QoS, and Encryption by creating entries in the Group Configuration Object. QoS is configured using the GC and GQC objects. Encryption for specific multicast sessions is configured using the GC and GroupEncryption Objects.

The following tables give some examples of the Session Range and Differentiated Services (ToS) specifiers in the Group Configuration object.

Table 90 - Examples of Group Configuration Session Ranges 

		(*,G)

		All IP multicast sessions to a specific group address (G)



		(*,G range)

		All sessions to a range of groups (Gs)



		(S, *)

		All sessions from a specific source host (S)



		(S,G)

		A specific session from source (S) to group (G), i.e., a Source Specific Multicast (SSM) session



		(S range, G)

		All sessions from a masked range of sources (Ss) AND to a particular group (G)



		(S range, G range)

		All sessions from a range of sources (Ss) to a range of groups (Gs)



		(*,*)

		All IP multicast sessions





Table 91 - Examples of IP DS Field Ranges

		(*,*,*)

		All IPv4 TOS values or all IPv6 Traffic Class values with a mask of all bits. This will match all packets within the session range defined in the GC entry.



		(L,L,*)

		The single IPv4 TOS values or IPv6 Traffic Class equal to L with all bits in the corresponding field being valid. This will match only those packets in the session range defined in the GC entry whose DS field exactly matches "L".



		(L,H,*)

		All IPv4 TOS values or all IPv6 Traffic Class values within the range of L to H with all bits in the corresponding field being valid. This will match only those packets in the session range defined in the GC entry whose DS field is greater than or equal to "L" and less than or equal to "H".



		(L,L, B)

		The single IPv4 TOS values or IPv6 Traffic Class equal to L only considering the bits of the corresponding field denoted by the bits in the mask represented by B. This will match only those packets in the session range defined in the GC entry whose DS field logically AND-ed with bit mask B exactly matches "L".



		(L,H, B)

		All IPv4 TOS values or all IPv6 Traffic Class values within the range of L to H only considering the bits of the corresponding field denoted by the bits in the mask represented by B. This will match only those packets in the session range defined in the GC entry whose DS field logically AND-ed with bit mask B is greater than or equal to "L" and less than or equal to "H".





Instantiating Group Classifier Rules and Group Service Flows

REQ23180 The CMTS MUST take the following steps to instantiate GCRs and GSFs for controlling the QoS of dynamically or statically joined IP Multicast sessions:

1.	When a client within a MAC Domain joins a multicast session, the CMTS determines to which Downstream Channel Set (DCS) it will replicate the packets of that session in order to reach the multicast client. The DCS may be a single downstream channel or a downstream bonding group of multiple downstream channels. The CMTS assigns a Downstream Service ID (DSID) for the replication of a particular session onto a particular DCS. REQ27529 The CMTS SHOULD select a DCS for replication such that the Service Class named in the GQC entry referred to by the GC entry matched by the session has a Required Attribute Mask with attributes that are also set for the DCS, and a Forbidden Attribute Mask with attributes that are not set for the DCS. The attributes for a DCS are either configured directly (for an individual channel or a provisioned downstream bonding group) or derived from the component channels of the DCS and the Attribute Aggregation Mask for the Service Class (for a dynamically created bonding group).

2.	The CMTS determines the set of GC entries whose Session Range matches the new (S, G) session. If more than one GC entry matches, the CMTS selects the GC entry with the highest Rule Priority. If more than one matching GC entry has the same highest Rule Priority, then all the GC entries matching the highest Rule Priority are selected for instantiating GCRs and GSFs. If no GC entry has a Session Range that matches the new session, the CMTS does not create any new Group Classifier Rule (GCR) or Group Service Flow (GSF) for the session; in this case the packets of the session are transmitted using the default GSF for the DCS, as described below. The CMTS creates GCR and GSF entries only when there is a reference to a valid (non zero) GQC entry from the GC entry which matches a session. However, irrespective of whether GCR and GSF entries are created for the matched session or not, the encryption rules are applied to the session if there are references in the matched GC entry to valid encryption rules.

3.	When a matching GC entry is selected for the first joiner of a session on the DCS, the CMTS may instantiate a Group Classifier Rule (GCR) for classifying the session's packets, based on whether the QoS Control of the selected GC entry is "Single-Session" or "Aggregate-Session":

For a QoS Control of "Single-Session", the CMTS always creates a GCR with the specific Group (G) destination IP address as a criterion. If the session was joined with a protocol supporting Source Specific Multicast (SSM), the GCR also contains the particular Source (S) IP address. A single-session GQC entry thus creates a single-session GCR. When other unique (S, G) sessions are joined that match the session range of the single-session GC entry, the CMTS creates a separate GCR for each session. The CMTS creates only a single-session GCR and GSF for all CMs with joiners reached by the same session on the same DCS.

For a QoS Control of "Aggregate-Session", the CMTS creates a GCR with the same session range (e.g., S-range, G-range) criteria as the GC entry itself, if such a GCR has not already been created on a DCS. The GCR created by an "Aggregate-Session" GC entry classifies an aggregate of multiple multicast sessions. The CMTS creates at most one Aggregate-Session GCR and GSF on a DCS for each Aggregate-Session GC entry.

In both cases, the instantiated GCR uses the same Rule Priority as specified for the Rule Priority of the selected GC entry itself.

The CMTS may implement vendor-specific configuration that controls the mapping of Source Specific Multicast (SSM) network sessions to multicast joins performed with an Any Source Multicast (ASM) protocol (i.e., that requests joining a session identified only by its destination group address). This vendor-specific configuration can also determine which GC entries with explicit source addresses apply to ASM joins.

4.	The CMTS then may create a Group Service Flow (GSF) for the new session replication. The Service Class named in a GQC entry provides the template for the QoS parameters assigned to the GSF. A valid GQC entry references an existing Service Class Name in the CMTS Service Class Table. Typical QoS parameters for a GSF include Minimum Reserved Traffic Rate and the Maximum Sustained Traffic Rate. A Group Service Flow is assigned to a single DCS, and remains assigned to that DCS for the duration of its instantiation. REQ23181 If the attribute mask for a DCS does not match all required attributes or does match any forbidden attribute of the Service Class of the GSF, the CMTS MUST log an event and update the MIB to report an "attribute assignment failure" event when it creates the GSF. REQ23182 If the individual channel Service Flow Attribute Masks or the Aggregate Service Flow Attribute Masks are changed, and these changes conflict with the Service Flow Attribute Masks defined in the SCN, the CMTS MUST note the error in the event log. In this case, the CMTS may need to move the replication to in order to satisfy the defined Service Flow Attribute Masks defined in the SCN. The QoS Control of the GQC entry determines how the CMTS instantiates GSFs for the GQC entry:

For a QoS Control of "Single-Session", the CMTS creates a GSF on a DCS for each single session, that is, each unique combination of source IP address S (for an SSM session) and destination group IP address G.

When a single GC entry that matches a range of multicast sessions references a GQC entry with a QoS Control of "Aggregate-Session", the CMTS creates a GSF on a DCS for the first multicast session matching that GC entry. When another session matches the same Aggregate-Session GC entry, the CMTS does not create another GSF and does not create another GCR for the existing GSF. In this case, the CMTS associates a single GSF and a single GCR for all multicast sessions matching an Aggregate-Session GC entry Thus, all the multicast sessions that match a GC entry (e.g., S-range, G-range) share the same bandwidth allocated for the GSF, instead of creating a separate GSF for each multicast session that matches a GQC entry.

When multiple GC entries refer to the same GQC entry with QoS Control of "Aggregate-Session", the CMTS creates only one GSF. For the first multicast session matching a GC entry, the CMTS creates a GSF and a GCR corresponding to the matched GC entry. For subsequent multicast session matching another GC entry that references the same GQC entry, the CMTS creates a new GCR entry and associates the GCR entry with the existing GSF.

5.	The CMTS will maintain GCRs and GSFs on a DCS for as long as it replicates multicast sessions that use them. The CMTS may discontinue replication of a session onto a DCS either because the last joiner has left, or because it elects to replicate the session to a different DCS. When the CMTS discontinues forwarding of a multicast session to a DCS, it deletes any Single-Session GCR and single-session GSF it had created for the multicast session. When the CMTS discontinues forwarding of the last of the multicast sessions for which it had created an Aggregate-Session GCR, the CMTS deletes the Aggregate-Session GCR. When the CMTS deletes the last GCR that refers to an Aggregate-Session GSF, it deletes the aggregate-session GSF itself.

6.	A CMTS may create GCRs and GSFs for IP Multicast sessions in a vendor-specific manner. The CMTS will assign the rule priority attribute of a vendor-specific GCR to be in the range 64 to 191. This permits GCRs instantiated from the operator-configured GC entry to have either a lower priority (0 to 63) or higher priority (192 to 255) than the vendor-specific GCR entries.

Cable operators need to take great care when assigning the bandwidth attributes of Group Service Flows for aggregate sessions to avoid service flows that do not provide enough or reserve too much bandwidth for the aggregate sessions. When the bandwidth of each multicast session to be aggregated is known, the cable operator can configure AggregateSessionLimit to control the maximum bandwidth of the aggregate GSF. When the bandwidth of each multicast session to be aggregated is not known, the cable operator can configure the downstream maximum sustained traffic rate (see the subsection Maximum Sustained Traffic Rate of Annex C) of the aggregate GSF.

When a client joins an IP Multicast Session, there may be insufficient resources to schedule traffic from the session on a GSF (Single-Session or Aggregate-Session). The CMTS behavior in this case is vendor-specific.

CMTS operation concerning invalid GC and GQC entries is vendor-specific. The CMTS may prevent the creation of an invalid GC or GQC entry, e.g., one that contains a name for a Service Class that does not exist. The CMTS may prevent the deletion of configuration objects that would result in "dangling references", e.g., the deletion of a Service Class referenced by a GQC entry.

Examples of GCR and GSF Instantiation

Example 1:

This first example covers classifying multiple multicast sessions matching two different GC entries into a single shared GSF (two GC entries referencing a single GQC entry of type "Aggregate-Session").

In this example, a stockbroker "Broker A" has contracted with the cable operator to provide pushed multicast stock quotes. Each stock symbol issue has a separate IP multicast destination group, and there are potentially hundreds of such groups. The broker has identified two IP multicast source hosts S1 and S2 that generate these stock quotes. The cable operator has agreed to provide at least 20 Kbps of bandwidth but no more than 100 Kbps for the aggregate of 10 multicast sessions.

The operator configures two GC entries. Each GC entry applies to all MAC Domains, and to all Downstream Channel Sets of those MAC Domains. Entry GC1 contains the IP multicast session range (S1, *), IP DS Range (0x00,0xFF,0xFF) to match all markings. Entry GC2 contains the session range (S2, *), IP DS Range (0x00,0xFF,0xFF) to match all markings. Both GC1 and GC2 refer to a GQC1 entry with QoS Control "Aggregate-Session", AggregateSessionLimit of 10, and Service Class named "BrokerMcast".

Group Config Entries:
      GC1: Session Range=(S1, *), IP DS Range=(0x00,0xFF,0xFF), GroupQoSConfigId=GQC1
      GC2: Session Range=(S2, *), IP DS Range=(0x00,0xFF,0xFF), GroupQoSConfigId=GQC1

Group QOS Config Entry:
      GQC1: QoS Control=Aggregate-Session, AggregateSessionLimit =10, SCN="BrokerMcast"

The operator configures the Service Class Table with a class named "BrokerMcast" with a Minimum Reserved Traffic Rate of 20 Kbps and a Maximum Sustained Traffic Rate of 100 Kbps.

ServiceClassTable Entry:
      BrokerMcast: MinReserved=20000 bps, MaxSustained = 100000 bps.

When the first joiner of any multicast session from S1, say (S1, G1), joins on a particular MAC domain, the CMTS selects the Downstream Channel Set to reach that joiner, creates GSF1 on that DCS, and has GCR1 that references GSF1. GCR1 has the same (S1, *) classification criteria as GC1:

GCR1: (S1, *) → GSF1

When a joiner to a second multicast session from S1, say (S1, G2), joins on the MAC domain and the CMTS elects to distribute the session to the same DCS, the CMTS does not create any new GCR - it keeps GCR1 - and it does not create any new GSF, it keeps GSF1. This is because GC1 references a GQC entry of type "Aggregate-Session".

When the first joiner for any multicast session from S2, say (S2, G20), joins on the MAC domain and the CMTS elects to distribute the session to the same DCS, the CMTS does not create a new GSF, but it does create a new GCR2 that references the same GSF1 it created earlier. This is because the GC1 and GC2 both reference the same GQC entry, GQC 1. GCR2 also uses the same wild-card criteria as GC2:

GCR2: (S2, *) → GSF1

The MAC Domain has two GCRs - GCR1 and GCR2 - that each reference the same GSF-GSF1.

Since GQC 1 entry specified AggregateSessionLimit of 10, only 10 multicast sessions matching GCR1 and GCR2 can be transmitted simultaneously using GSF1.

Example 2:

This second example covers classifying multiple multicast sessions matching two different GC entries into two separate shared GSFs (two GC entries referencing two different GQC entries of type "Aggregate-Session").

The cable operator from Example 1 contracts with two additional stockbrokers "Broker B" and "Broker C" for the same IP multicast push service. Broker B has a single IP multicast source S3, and Broker C has a single IP multicast source S4. Each broker is promised the same QoS service level agreement, namely at least 20 kbps and at most 100 kbps for the aggregate of 10 joined multicast sessions for each broker.

The operator configures two GC entries corresponding to each broker's IP multicast sources S3 and S4 with IP DS Range of (0x00,0xFF,0xFF) to match all IP class markings. Each GC entry references a separate GQC entry with QoS Control of "Aggregate-Session", because a separate shared GSF needs to be created for each GC entry. This allows each GSF to meet the QoS service level agreement with the individual broker. Both the GQC entries have AggregateSessionLimit of 10 and reference the same Service Class as Example 1:

Group Config Table Entries:
      GC3: Session Range=(S3, *), IP DS Range (0x00,0xFF,0xFF), GroupQoSConfigId=GQC2
      GC4: Session Range=(S4, *), IP DS Range (0x00,0xFF,0xFF), GroupQoSConfigId=GQC3

Group QoS Config Table Entries:
      GQC2: QoS Control=Aggregate-Session, AggregateSessionLimt =10, SC="BrokerMcast"
      GQC3: QoS Control=Aggregate-Session, AggregateSessionLimt =10 SC="BrokerMcast"

When the first joiner joins any session from S3, for example (S3,G3), the CMTS creates GCR3 using the same wild-card range criteria as GC3. The CMTS also creates a new GSF2 for the aggregate set of 10 multicast sessions from S3 and has GCR3 point to GSF2:

GCR3: (S3, *) → GSF2

When the first joiner joins any session from S4, for example (S4, G4), the CMTS creates GCR4 with the same wild-card range criteria of GC4, and has it reference a newly created GSF3 for the aggregate of 10 multicast sessions from S4:

GCR4: (S4, *) → GSF3

In this case, the QoS received by Broker B's multicast sessions (from S3) is independent of the QoS received by Broker C's sessions (from S4) because they each have a separate GSF on the Downstream Channel Set. This is required as the cable operator needs to honor the QoS service level agreement established with each broker.

Also note that since both GQC 2 and GQC 3 specified AggregateSessionLimit of 10, only 10 multicast sessions matching GCR3 can be simultaneously transmitted using GSF2, and only 10 multicast sessions matching GCR4 can be simultaneously transmitted using GSF3.

All of the GCRs -GCR1, GCR2, GCR3, and GCR4 - are "Aggregate-Session" GCRs because their classifier criteria matches a range of multiple (S, G) IP sessions. All of the GSFs - GSF1, GSF2, GSF3 - are "Aggregate-Session" GSFs because they transmit multiple IP multicast sessions, using three separate, shared GSFs. If any IP multicast session that is being transmitted on a shared GSF, sends excessive traffic, all of the IP multicast sessions sharing that particular GSF can be affected. In this case, however, the QoS received by the IP multicast sessions aggregated on other shared GSFs would not be affected.

Example 3:

This third example covers creating a separate, dedicated GSF for individual IP Multicast session: (a GC entry referencing a Single Session GQC Entry).

In this example, each IP multicast session represents a switched broadcast IP Video transmission, e.g., a standard definition MPEG-2 stream of approximately 3.75 Mbps, originated by a cable operator-provided IP Video server S6. Once an IP video stream has been assigned to a particular Downstream Channel Set, it must not be affected by any other unicast or multicast traffic. This is a requirement for "Single-Session" QoS, where each individual session has its own GCR and GSF.

The operator configures the IP DS Range to (0x00,0xFF,0xFF) to match all class markings, since IP Class markings are not required for this service definition. The GC entry references a GQC entry with QoS Control of "Single-Session" and Service Class named "Mpeg2SD".

Group Config Table Entry:
      GC5: Session Range=(S6, *), IP DS Range (0x00,0xFF,0xFF), GroupQoSConfigId=GQC4

Group QoS Config Table Entry:
      GQC4: QoS Control="Single-Session", SC="Mpeg2SD"

The operator configures the Service Class Table with a class named "Mpeg2SD" with both the Minimum Reserved Rate and Max Sustained Rate to be 4 Mbps and Max Burst size to be 1000000 bytes (1 Mbyte).

The Service Class Table Entry:
      Mpeg2SD: MinReserved=4000000 bps, MaxSustained=4000000 bps, MaxBurst=1000000 bytes.

When the first host joins an individual session matching (S6, *), for example (S6, G5), the CMTS creates a new Group Classifier Rule GCR5 and a new Group Service Flow GSF4 on the Downstream Channel Set. The GCR matches the single session of the GC entry, namely (S6, G5):

GCR5: (S6, G5) → GSF4

When a host joins a second session from S6, for example (S6, G6), the CMTS creates a new Single-Session GCR6 and it creates a new GSF5 for the session because the GC entry references a GQC entry of type "Single-Session":

GCR6: (S6, G6) → GSF5

NOTE: Two important differences between this example and from the two "Aggregate-Session" examples: 1. each instantiated GCR has criteria that matched the particular, specific session joined; and 2. each instantiated GCR references a newly-created GSF for the particular, specific session.

Example 4:

This fourth example covers classifying multiple multicast sessions with the same Session Range but different IP DS Ranges into two separate shared GSFs (two GC entries with same Session range but different IP DS Ranges referencing two different Aggregate-Session GQC entries).

Similar to Example 1, this example has a stockbroker "Broker A" who contracted with the cable operator to provide pushed multicast stock quotes and multicast IPTV NEWS feeds. Each stock issue has a separate IP multicast destination group, and there are potentially hundreds of such groups. Each IPTV NEWS feed also has a separate destination group, and there are potentially tens of such groups. The source of both the stock quote sessions and the IPTV NEWS sessions is not known but the server will mark the IPTV service and stock quote sessions with different IPv4 TOS values to distinguish them. The stock quote service will be marked with an IPv4 TOS value of 1 and the IPTV NEWS feed will be marked with an IPv4 TOS value of 2. All other IPv4 TOS values are not expected but the operator has agreed to put those flows into their default class of service. The cable operator has agreed to provide at least 20 Kbps of bandwidth on each downstream channel for the aggregate of all stock quote related multicast sessions, but no more than 100 Kbps for the aggregate of all stock quote related sessions. The cable operator has agreed to provide at least 4Mbps of bandwidth on each downstream channel for the aggregate of all IPTV NEWS related sessions, but no more than 10Mbps for the aggregate of all IPTV NEWS related sessions.

The operator configures two GC entries. Each GC entry applies to all MAC Domains, and to all Downstream Channel Sets of those MAC Domains and applies to all IP multicast sessions (*,*) as the group and source are unknown to the operator. Entry GC6 contains IP DS Range (1,1,0xFF) and references a GQC entry with QoS Control of "Aggregate-Session" and Service Class of "Broker Stock". Entry GC7 contains IP DS Range (2,2,0xFF) to map all other IPv4 TOS values and references a GQC entry with QoS Control "Aggregate-Session", and a different Service Class - "Broker IPTV".

Group Config Table Entries:
      GC6: Session Range=(*, *), IP DS Range= (1,1,0xFF), GroupQosConfigId=GQC5
      GC7: Session Range=(*, *), IP DS Range = (2,2,0xFF), GroupQosConfigId=GQC6

Group QoS Config Table Entries:
      GQC5: QoS Control=Aggregate-Session, SC="BrokerStock"
      GQC6: QoS Control=Aggregate-Session, SC="BrokerIPTV"

The operator configures two new Service Classes in the Service Class Table. The first is "BrokerStock" with a Minimum Reserved Traffic Rate of 20 Kbps and a Maximum Sustained Traffic Rate of 100 Kbps. The second is "BrokerIPTV" with a Minimum Reserved Traffic Rate of 4Mbps and a Maximum Sustained Traffic Rate of 10Mbps.

ServiceClassTable:
      BrokerStock: MinReserved=20000 bps, MaxSustained = 100000 bps.
      BrokerIPTV: MinReserved=4000000 bps, MaxSustained = 10000000 bps.

When the first joiner of any session from any source, say S7, joins any group on a particular MAC domain, the CMTS selects the Downstream Channel Set to reach that joiner, creates GSF6 and GSF7 on that DCS, and has GCR7 reference GSF6, and GCR8 reference GSF7. GCR7 and GCR8 have the same (*,*) criteria as GC6 but different IP DS criteria:

GCR7: (*,*) IP DS (1,1,0xFF) → GSF6

GCR8: (*,*) IP DS (2,2,0xFF) → GSF7

When a joiner to a second session from any source joins any group on the MAC domain and the CMTS elects to distribute the session to the same DCS, the CMTS does not create any new GCR--it keeps GCR7 and GCR8--and it does not create any new GSF--it keeps GSF6 and GSF7. This is because GC6 and GC7 reference GQC entries of type "Aggregate-Session".

IP Multicast packets forwarded by the CMTS to any MAC domain for any session will use GCR7 if the IP DS field is set to 1 and hence will be transmitted using GSF6. IP Multicast packets forwarded by the CMTS to any MAC domain for any session with IP DS field = 2 will instead use GCR8 and hence be transmitted using GSF7. IP Multicast packets that do not contain an IP DS field of 1 or 2 will be forwarded using the default GSF since no GCR is defined for those IP DS field values.

NOTE: Since no AggregateSessionLimit is specified for GQC entries in this example, there is no limit on how many multicast sessions are transmitted simultaneously using GSF6 and GSF7.

An important difference between this example and the previous examples is that this example shows multiple GC entries with the same Session Range (*,*) but different IP DS Ranges. This tells the CMTS to create multiple GCRs for a single join, one for each different IP DS range. Because only IP DS 1 and 2 were configured in the GQC table, all other IP DS values will go to the default GSF.

Example 5:

This fifth example covers classifying multicast sessions matching two GC entries with the same Session range but different IP DS Range into separate Single Session GSFs (two GC entries with same Session range but different IP DS Ranges referencing two different Single-Session GQC entries).

Similar to example 3 in this example, each IP multicast session represents a switched broadcast IP Video transmission, e.g., a standard definition MPEG-2 stream of approximately 3.75 Mbps or a high definition MPEG-2 stream of approximately 8Mbps, originated by a cable operator-provided IP Video server S8. Once an IP video stream has been assigned to a particular Downstream Channel Set, it must not be affected by any other unicast or multicast traffic. This is a requirement for "single-session" QOS, where each individual session has its own GCR and GSF. However there is one twist to this example: the cable operator wants high definition TV, labeled by the server with an IP TOS value of 255, to be guaranteed higher bandwidth than standard definition TV as it requires more bandwidth for the higher quality. The cable operator has identified one IP multicast source host S8 for bother standard definition and high definition TV streams.

The operator configures two GC entries. Each GC entry applies to all MAC Domains, and to all Downstream Channel Sets of those MAC Domains. Entry GC8 contains the IP multicast session range (S8, *), with IP DS Range (0,254,255) and references GQC 7 with QoS Control "Single-Session", Service Class "Mpeg2SD". Entry GC9 contains the same session range (S8, *), but contains IP DS Range of (255,255,255) to recognize the High definition TV flows and references GQC 8 with QoS Control "Single-Session", Service Class = " Mpeg2HD".

Group Config Table Entries:
      GC8: Session Range=(S8, *) IP DS Range=(0,254,255), GroupQoSConfigId=GQC7
      GC9: Session Range=(S8, *) IP DS Range=(255,255,255), GroupQoSConfigId=GQC8

Group Qos Config Table Entries:
      GQC7: QoS Control="Single-Session", SC=" Mpeg2SD"
      GQC8: QoS Control="Single-Session", SC=" Mpeg2HD"

The operator uses the "Mpeg2SD" Service Class defined in Example 3 above and configures a new Service Classes in the Service Class Table for the High definition TV streams. The new Service Class is "Mpeg2HD" and has a Minimum Reserved Traffic Rate of 8Mbps, a Maximum Sustained Traffic Rate of 16Mbps, and a Maximum Burst Size of 1MBytes.

ServiceClassTable:

Mpeg2HD: MinReserved=8000000 bps, MaxSustained=16000000 bps, MaxBurst=1000000 bytes.

When the first joiner of any session from S8, say (S8, G9), joins on a particular MAC domain, the CMTS selects the Downstream Channel Set to reach that joiner, creates GSF8 and GSF9 on that DCS, and has GCR9 reference GSF8, and GCR10 reference GSF9. GCR9 and GCR10 have the same specific (S8,G9) criteria but different IP DS criteria, since GC8 and GC9 referenced GQC entries of type "Single-Session":

GCR9: (S8,G9) IP DS (0,254,255) → GSF8

GCR10: (S8,G9) IP DS (255,255,255) → GSF9

When a joiner to a second session from S8, say (S8,G10), joins on the MAC domain and the CMTS elects to distribute the session to the same DCS, the CMTS creates a new set of GCRs and GSFs for the new group (G10). This is because GC8 and GC9 referenced GQC entries of type "Single-Session":

GCR11: (S8,G10) IP DS (0,254,255) → GSF10

GCR12: (S8,G10) IP DS (255,255,255) → GSF11

IP Multicast packets forwarded by the CMTS to any MAC domain for session (S8,G10) will use GCR11 if the IP DS field is set to any value other than 255 and hence will be transmitted using GSF10. IP Multicast packets forwarded by the CMTS to any MAC domain for session the same session (S8,G10) but with IP DS field = 255 will instead use GCR12 and hence be transmitted using GSF11.

NOTE: Like Example 4, this example has multiple GCs with the same Session Range but different IP DS Ranges causing a single join to create multiple GCRs, one for each IP DS Range.

NOTE: The two important differences between this example and the Aggregate-Session example #4 are: 1) Each instantiated GCR has criteria that matches the particular, specific session joined; 2) Each instantiated GCR references a newly-created separate, single-session GSF for the particular, specific session.

Example 6:

This sixth example covers classifying multicast sessions, matching one Single Session GC entry with a specific IP DS field range into a separate Single-Session GSFs, leaving the other remainder multicast sessions to use the default GSF (single GC entry with a specific IP DS field referencing a "Single-Session" GSF).

In this example, each multicast session represents an IPTV feed. The operator has configured their local content servers to use IPv6 Traffic Class = 6. Each stream from their local server is approximately 3.75 Mbps, but they come from various servers so the source is unknown. Once an IP video stream has been assigned to a particular Downstream Channel Set, it must not be affected by any other unicast or multicast traffic. This is a requirement for "single-session" QOS, where each individual session has its own GCR and GSF. The operator also wishes to treat other multicast traffic as best effort without guarantee. The operator has configured their network such that other multicast traffic will never arrive at the CMTS with an IPv6 Traffic Class = 6.

The operator configures one GC entry for its local IPTV sessions. The GC entry applies to all MAC Domains, to all Downstream Channel Sets of those MAC Domains, and to all IP multicast sessions, as the group and source are unknown to the operator. Entry GC10 contains IP DS Range (6,6,255) and references the GQC9 with QoS Control "Single-Session", and Service Class "Mpeg2SD".

Group Config Table Entries:
      GC10: Session Range=(*, *), IP DS Range = (6,6,255), GroupQosConfigId=GQC9

GroupQosTable:
      GQC9: QoS Control="Single-Session", SC="Mpeg2SD"

By creating no other GC entries the operator configures the CMTS to use a default, best effort GSF for all other IP DS field values.

The operator uses the service class "Mpeg2SD" defined in example 3 above for its guaranteed IPTV service. When the first joiner of any session from any source say S9, joins a particular group, say G10, on a particular MAC domain, the CMTS selects the Downstream Channel Set to reach that joiner, creates GSF12 on that DCS, and has GCR13 reference GSF12. The GCR 13 has a specific (S9, G10) criteria as GC 10 references GQC entry of type "Single-Session":

GCR13: (S9,G10) IP DS (6,6,255) → GSF12

When a joiner to a second session from any source, say S10, joins a particular group, say G11 on the MAC domain and the CMTS elects to distribute the session to the same DCS, the CMTS creates a separate GSF13 on that DCS, and has GCR14 reference GSF13. The GCR 14 has a specific (S10, G11) criteria as GC10 references a GQC entry of type "Single-Session".

GCR14: (S10,G11) IP DS (6,6,255) → GSF13

IP Multicast packets forwarded by the CMTS to any MAC domain for session (S9,G10) will use GCR13 only if the IP DS field is set to 6 and hence will be transmitted using the appropriate GSF for that session. IP Multicast packets forwarded by the CMTS to any MAC domain for session (S9,G10) but with IP DS field not equal to 6 will instead be forwarded using the default GSF since no GCR is defined for those IP DS field values.

Default Group Service Flows

REQ23183 A CMTS MUST identify one of its Service Classes as the Default Group Service Class. REQ23184 When the CMTS replicates a multicast packet to a Downstream Channel Set on which the packet matches no Group Classifier Rule, the CMTS MUST transmit the packet on a Group Service Flow instantiated using the Default Group Service Class.

REQ23185 The CMTS MUST replicate unmatched IP multicast traffic only to a Downstream Channel Set that comprises an individual downstream channel. The CMTS does not replicate unmatched IP multicast traffic to downstream bonding groups. The Maximum Sustained Traffic Rate limit on the Default Group Service Class restricts the total amount of unclassified multicast traffic on each downstream channel. REQ23186 The CMTS MUST create a Default Group Service Flow on each of its downstream channels.

Because unmatched IP multicast traffic is required to be transmitted as non-bonded, the replication of a particular IP multicast session to a downstream bonding group requires the operator to either configure a GQC entry that matches the bonded multicast session or the CMTS to instantiate a GCR that matches the bonded multicast session in a vendor-specific manner.

Service Class QoS Parameter Changes

REQ27406 The CMTS MAY dynamically change the QoS parameters of all Group Service Flows derived from a Service Class when the QoS parameters of the Service Class are changed.

Group QoS Configuration Changes

REQ23187 Because the GC and GQC tables are the only mechanism for controlling the instantiation of GCRs and GSFs, when a GC or GQC entry is added, modified or deleted, the CMTS MUST dynamically implement changes to the GCR(s) and GSF(s) instantiated from that GC or GQC entry, as follows:

REQ23187.1 For each replication of an IP multicast session on a DCS which matches a GC entry that references a valid GQC entry of type Aggregate, the CMTS MUST ensure that there exists a GCR that classifies the range of (S,G) from the matching GC entry to a GSF corresponding to the referenced aggregate type GQC entry.

REQ23187.2 For each replication of an IP multicast session on a DCS which matches a GC entry that references a valid GQC entry of type Single, the CMTS MUST ensure that there exists a GCR that classifies the specific (S,G) onto a specific GSF corresponding to the referenced single type GQC entry.

REQ23187.3 All GCRs which are not required to exist MUST be deleted.

REQ23187.4 All GSFs which are not required to exist MUST be deleted.

NOTE: GCRs and GSFs may be created or deleted due to the following changes to the QoS configuration tables: adding a GC entry; deleting a GC entry; modifying the GC entry by changing the (S,G) range, the priority, or other attributes; changing GQC entry reference; changing GQC QoS type; etc.

The time-frame for implementing changes to the GCRs and GSFs is not specified.

REQ23192 For Aggregated sessions the CMTS MUST assign sessions to a DCS such that number of sessions matching a GC entry referring to an Aggregate GQC entry does not exceed the Aggregate Session limit.

NOTE: Sessions may be dropped from a DCS by changing the AggregateSessionLimit and also perhaps due to the changes as noted above. The sessions which the CMTS chooses to keep or drop when the Aggregate Session limit is decreased are vendor-specific.

[bookmark: _Toc531185580]Other Multicast and Broadcast Traffic

The Group QoS Configuration Table specifies how QoS is provided to downstream multicast traffic only for joined IP Multicast sessions. The QoS provided to all other downstream broadcast and multicast traffic is not configured with the GQC Table.

Examples of traffic which are not configured with a GQC table include:

Locally generated IP multicasts (e.g., multicast packets generated by the RIPv2 and OSPF routing protocols);

DSG tunnel traffic;

layer 3 broadcasts (e.g., DHCP broadcasts);

layer 2 broadcasts (e.g., ARP); and

layer 2 multicasts (e.g., Spanning Tree Protocol).

REQ23193 The CMTS MUST transmit and account for all layer 2 multicast and broadcast traffic with some Group Service Flow. REQ27407 The CMTS MAY define Group Classifier Rules that classify multicast and broadcast traffic other than for joined IP multicast traffic.



[bookmark: API_ID211876][bookmark: _Toc522780300]Packet Queuing

[bookmark: API_ID211877][bookmark: _Toc531185582]Downstream Traffic Priority	Comment by Karthik Sundaresan: Note to STET : 
Since Old AQM section is now 7.6  , getting rid of the Packet Queueing section and promoting Downstream traffic Priority

The downstream Traffic Priority parameter is an explicit tag that will allow the CM to support multiple prioritized egress queues at its CMCI port. DOCSIS 3.0 defines a Downstream Service Extended Header (DS EHDR) element (refer to Section 6.2.6.6) in which the first three bits of the EH_VALUE indicate the Traffic Priority of the packet. If the Traffic Priority takes the default value of 0, the CMTS is not required to include the DS EHDR on packets that do not require a DSID label.

[bookmark: REQ7PU01G_0]REQ23195 The CM MUST support a minimum of two egress queues per CMCI port. The egress queue for a particular packet is selected by the Traffic Priority sub-element in the DS EHDR of the packet. REQ23196 If the DS EHDR is missing then the CM MUST assume the packet has the Default Priority of zero.

REQ23197 The CM MUST NOT transmit downstream packets of lower Traffic Priority while there are packets of higher Traffic Priority ready to transmit on the CMCI.

[bookmark: API_ID211883]Traffic Priority Ordering and Mapping to CM Output Queues

REQ23198 Mapping of Traffic Priority to CM output queue Table 93 indicates the CM output queue to which a packet MUST be assigned based on the number of CM output queues supported by the CM implementation and the Traffic Priority indicated in the DS EHDR of the packet. The CM output queues are numbered in order of increasing priority with 0 as the lowest priority and 7 as the highest priority. If the DS EHDR is not present in the packet, a Traffic Priority of 0 is used.

[bookmark: _Ref513230175][bookmark: _Toc513557803][bookmark: API_ID211886]Table 93 - Mapping of Traffic Priority to CM Output Queue

		

		

		Number of CM output queues



		

		

		2

		3

		4

		5

		6

		7

		8



		Traffic Priority

		0 (Default)

		0

		0

		0

		0

		0

		0

		0



		

		1

		0

		0

		0

		0

		0

		0

		1



		

		2

		0

		0

		1

		1

		1

		1

		2



		

		3

		0

		0

		1

		1

		2

		2

		3
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		1

		1

		2

		2

		3

		3

		4



		

		5

		1

		1

		2

		3

		4

		4

		5



		

		6

		1

		2

		3

		4

		5

		5

		6



		

		7

		1

		2

		3

		4

		5

		6

		7





[bookmark: API_ID211887][bookmark: _Toc522780302]Active Queue Management

Active Queue Management (AQM) schemes attempt to maintain low queue occupancy while supporting the ability to absorb a momentary traffic burst by communicating early to transport layers (typically by means of packet drops or Explicit Congestion Notification) when they start to force higher queue occupancy. See [RFC 2309] and [RFC 7567] as references for a more detailed description of AQM.

[bookmark: API_ID211889]CM AQM Requirements

AQM operation on the CM is independent of the DOCSIS version of the CMTS and AQM algorithm operation of the CMTS.

REQ23199 The CM MUST always enable the AQM algorithm defined below on each Best Effort and Non-Real-Time Polling Service Upstream Service Flow queue, unless provisioned otherwise by TLV as defined in the CM AQM Requirements section in Annex C.

REQ23200 The CM MUST operate the AQM independently on each Upstream Service Flow.

REQ23201 The CM MUST support the ability to disable AQM on a per-Upstream Service Flow basis.

REQ27409 The CM MAY support additional vendor-specific AQM algorithms that are selectable and configurable via the configuration file TLVs 43 and/or 24.43. 

REQ23202 The CM MUST disable the AQM algorithm on all upstream service flow queues when it is placed into DOCSIS Light Sleep (DLS) Mode and when it is operating in DLS Mode. Unless provisioned otherwise, the CM re-enables the AQM algorithm defined below on each Best Effort and Non-Real-Time Polling Service Upstream Service Flow queue upon exiting DLS Mode. REQ23203 When it exits DLS mode and re-enables the AQM algorithm, the CM MUST reset the AQM state information to the initial state (see the subsection PIE AQM Control Path in Annex M). 

[bookmark: API_ID211898]Active Queue Management Algorithm

The AQM algorithm manages queuing latency in an upstream Service Flow by predicting the queuing latency of each packet that arrives at the Service Flow buffer and using the predicted latency as an input to a control law that determines whether to enqueue the packet or drop the packet.

REQ23204 The CM MUST implement the AQM algorithm defined in Annex M. 

New AQM algorithms may be developed in the future, and as a result, it may be necessary or desired to update the AQM algorithm on deployed CMs. Hence it is recommended that CMs provide the capability to use new algorithms via the Secure Software Download mechanism.

[bookmark: API_ID211902]CMTS AQM Requirements

REQ23205 The CMTS MUST support a default AQM scheme defined by the vendor. 

REQ27534 The CMTS SHOULD support a published AQM algorithm as the default AQM. An AQM algorithm description that is publicly accessible allows for wider evaluation by the industry and networking community.

REQ23206 The CMTS default AQM scheme MUST bound the median downstream packet forwarding latency in individual Service Flows.

REQ27535 The CMTS default AQM scheme SHOULD allow each downstream Service Flow to attain and maintain a steady transfer rate at the Peak Traffic Rate before the Maximum Traffic Burst has been used.

REQ27536 The CMTS default AQM scheme SHOULD allow each downstream Service Flow to attain and maintain a steady transfer rate at the Maximum Sustained Traffic Rate after the Maximum Traffic Burst has been used.

REQ23207 The CMTS default AQM scheme MUST NOT use packet payload information which could identify the applications which are using the Service Flows.

REQ23208 The CMTS default AQM scheme MUST work without manual tuning by the operator.

REQ23209 The CMTS MUST support a configurable mechanism to control aspects of the AQM algorithm that affect trade-offs with other QoS requirements.

REQ23210 The CMTS MUST be able to control AQM on a per-Service-Flow basis, including the ability to disable AQM.

REQ27537 The CMTS default AQM scheme SHOULD comply with [RFC 7567].

REQ27538 The CMTS SHOULD minimize the number of buffered packets during the transition from Peak Traffic Rate to Maximum Sustained Traffic Rate.

REQ27539 The CMTS SHOULD bound packet loss to an acceptable level for each of the Service Flows.

REQ27540 The CMTS SHOULD adequately handle a variety of congestion avoidance methods that may be in use by transports and applications, such as TCP-Reno, TCP-CUBIC, TCP-SACK, LEDBAT, and RMCAT.

REQ27541 The CMTS SHOULD disable or otherwise reset the AQM scheme for CMs operating in DOCSIS Light Sleep Mode.

[bookmark: API_ID211918][bookmark: _Toc531185611]Data Link Encryption Support

The procedures to support data link encryption are defined in [DOCSIS SECv3.0]. The interaction between the MAC layer and the security system is limited to the items defined below. 

[bookmark: API_ID211920][bookmark: _Toc531185612]MAC Messages

[bookmark: REQ7PU0NW_0]REQ23211 MAC Management Messages MUST NOT be encrypted, except for certain cases where such a frame is included in a Pre-3.0 DOCSIS fragmented concatenated burst on the upstream (refer to Section 7.7.3). REQ23212 For Multiple Transmit Channel Mode operation when EAE is enabled, MAC Management Messages other than the REG-REQ-MP message MUST NOT be encrypted. When EAE is enabled, REG-REQ-MP messages are encrypted.

[bookmark: API_ID211924][bookmark: _Toc531185613]Framing

[bookmark: REQ7PU0QY_0]REQ23213 When encryption is applied to a data PDU, the CM MUST include the Privacy EH element [DOCSIS SECv3.0] as the first EH element of the Extended Header field (EHDR). REQ23214 When encryption is applied to a data PDU, the CMTS MUST include the Privacy EH element [DOCSIS SECv3.0] as the first EH element of the Extended Header field (EHDR).

[bookmark: API_ID211927][bookmark: _Toc531185614]Multiple Transmit Channel Mode Operation and Packet Encryption

[bookmark: REQ7PU0S0_0]REQ23215 For Multiple Transmit Channel Mode Operation, when enabled for a service flow, encryption MUST be performed on data PDUs prior to Continuous Concatenation and Fragmentation at the CM. REQ23216 At the CMTS, packets MUST be reassembled prior to any decryption.

[bookmark: API_ID211930][bookmark: _Toc531185615]Downstream Profiles

DOCSIS 3.1 introduces the concept of downstream profiles for OFDM channels. A profile is a list of modulation orders that are defined for each of the subcarriers within an OFDM channel, as defined by the Downstream Profile Descriptor (DPD, see Section 6.4.41). The CMTS can define multiple profiles for use in an OFDM channel, where the profiles differ in the modulation orders assigned to each subcarrier. The CMTS can assign different profiles for different groups of CMs.

For convenience, each profile is assigned a letter: Profile A, Profile B, and so on. In this specification, Profile A denotes the common profile that all CMs can receive and decode. A modem uses Profile A when it first initializes. Each OFDM channel has its own unique set of profiles. Thus, Profile A on OFDM channel 1 will be different from Profile A on OFDM channel 2. In the DOCSIS protocol encodings, Profile Identifier 0 is commonly referred to as Profile A. Profile Identifiers 1, 2, and 3 are commonly referred to as Profiles B, C, and D, respectively.

[bookmark: REQ7PU0T1_0]Any profile can be used to send MMMs. The CMTS is responsible for making sure that MMMs are transmitted on appropriate profiles, so that a CM can receive them. REQ23217 The CMTS MUST ensure that the CM does not receive duplicate MMMs on a single OFDM channel. One way the CMTS can satisfy this requirement is to transmit all broadcast and multicast MMMs on Profile A.

The parameters that describe the OFDM downstream channel and each profile on that channel are defined in OFDM Channel Descriptor (OCD) and Downstream Profile Descriptor (DPD) messages, respectively. See Sections 6.4.40 and 6.4.41 for details.

The CMTS transmits the OCD message on the PHY Link Channel (PLC). The CMTS transmits the DPD message for each profile it supports on Profile A of the OFDM channel. The CMTS also transmits the DPD for Profile A on the PLC (see Section 6.4.41).

There is also a dedicated profile for NCP, the Next Codeword Pointer. The NCP profile indicates which subcarriers are usable for NCP and what modulation on each subcarrier is to be used.

[bookmark: API_ID211934][bookmark: _Toc531185616]CM and CMTS Profile Support

The latency incurred by the codeword builder of the MAC-PHY Convergence Layer (see [DOCSIS PHYv3.1]) increases as the number of profiles supported by the CMTS increases on this channel, and as the OFDM channel bandwidth decreases. As such, the number of profiles supported by the CMTS can be defined according to the latency budgets at the codeword builder, as well as the available bandwidth for an OFDM channel.

[bookmark: _Ref513230176][bookmark: _Toc513557804][bookmark: API_ID211936]Table 94 - Codeword Builder Latency

		Total
CMTS Profiles

		Minimum Profiles
per Latency Target

		Max Latency (us) based upon
OFDM Channel Bandwidth (MHz)



		

		

		24

		48

		96

		192



		4

		1

		600

		400

		200

		200



		

		3

		800

		400

		200

		200



		8

		2

		800

		400

		200

		200



		

		6

		2400

		1600

		800

		400



		16

		4

		1600

		1200

		800

		400



		

		12

		3200

		2400

		1600

		800





[bookmark: REQF8F5C1_0][bookmark: REQF8F5Y1_0]REQ23218 The CMTS MUST support at least four downstream profiles per CM. REQ27542 The CMTS SHOULD support at least four downstream profiles for a 24 MHz OFDM channel with the suggested codeword maximum latency targets defined in Table 94. REQ27543 The CMTS SHOULD support sixteen profiles for a 192 MHz OFDM channel with the suggested codeword maximum latency targets defined in Table 94. These latency values are internal and are not testable. They are suggested as part of an overall latency budget.

The CMTS can assign a transition profile in order to test the ability of a CM to receive a new set of profile parameters for an OFDM channel. A transition profile assigned to a CM is not used by the CMTS to send DS traffic to that modem. The CM reports its reception conditions of the transition profiles to the CMTS using the protocol described in Section 10.4.1. The CMTS can use the transition profile in a variety of ways. For example, based on the values reported, the CMTS can decide to assign additional profiles to a CM after registration, or change the definition of an existing profile.

REQ23219 The CM MUST support at least four downstream profiles and a transition profile for each OFDM channel.

[bookmark: REQ7PU0X4_0][bookmark: REQ7PU0Y5_0]After CM registration, the CMTS uses any DS profile assigned to the CM to send downstream traffic. REQ23220 The CM MUST forward traffic received on all of its assigned DS profiles. REQ23221 The CM MUST NOT forward any DS traffic sent over the profiles it is not assigned to receive.

[bookmark: API_ID211945][bookmark: _Toc531185617]Changes to the Profiles

Changes to operating conditions can occur due to changes in the PHY characteristics of the HFC network, CMs leaving or joining the network, or as a result of administrative controls, etc. The CMTS can react to these changes by changing the DS profiles.

Section 11.8 describes the process for the CMTS to change profile definitions.

Section 11.5 describes the process for the CMTS to change the set of profiles that the CM currently receives on.

[bookmark: API_ID211947][bookmark: _Toc531185618]Service Flow to Profile Mapping

[bookmark: REQ7PU106_0][bookmark: REQGD5AB1_0]For a bonded downstream service flow, the CMTS can transmit the packets belonging to that service flow on more than one channel. For bonded downstream service flows, the CM performs the resequencing operations across the different channels and does not resequence over multiple profiles within the same OFDM channel. REQ23222 The CMTS MUST transmit the packets of a downstream service flow in a single profile in an OFDM channel. REQ30182 The CMTS MUST transmit the packets associated with a resequencing DSID on a single profile on an OFDM channel. This requirement implies that all Service Flows associated with a resequencing DSID have to be mapped to a single OFDM profile on an OFDM channel.

[bookmark: SP_MULPIv3_1-SET-9_0_0][bookmark: API_ID224697][bookmark: _Toc531185619]Channel Bonding





[bookmark: SP_MULPIv3_1-SET-10_0_0][bookmark: API_ID224698][bookmark: _Toc531185620]Data Forwarding

[bookmark: SP_MULPIv3_1-SET-11_0_0][bookmark: API_ID224699][bookmark: _Toc531185621]Cable Modem - CMTS Interaction

[bookmark: API_ID212606][bookmark: _Toc531185622]CMTS Initialization

[bookmark: API_ID212612][bookmark: _Toc531185623]Cable Modem Initialization and Reinitialization

[bookmark: SP_MULPIv3_1-SET-12_0_0][bookmark: API_ID224700][bookmark: _Toc531185624]Dynamic Operations

[bookmark: SP_MULPIv3_1-SET-42_0_0][bookmark: API_ID290263][bookmark: _Toc531185625]Full Duplex Operation

[bookmark: SP_MULPIv3_1-SET-13_0_0][bookmark: API_ID224701][bookmark: _Toc531185626]Supporting Future New Cable Modem Capabilities

[bookmark: _Ref154980339_0].

1. [bookmark: SP_MULPIv3_1-SET-14_0_0][bookmark: API_ID224702][bookmark: _Toc531185627]Well-known Addresses (Normative)



[bookmark: SP_MULPIv3_1-SET-15_0_0][bookmark: API_ID224703][bookmark: _Toc531185628]Parameters and Constants (Normative)

[bookmark: SP_MULPIv3_1-SET-16_0_0][bookmark: API_ID224704][bookmark: _Toc531185629]Common TLV Encodings (Normative)

Table 112 provides a summary of the top-level TLV encodings and the messages in which they can appear. Cfg File indicates that a particular TLV is intended to appear in the CM configuration file. REG indicates that a particular TLV can appear in at least one of the following messages: REG-REQ, REG-REQ-MP, REG-RSP, REG-RSP-MP, or REG-ACK. DSx indicates that a particular TLV can appear in at least one of the following messages: DSA-REQ, DSA-RSP, DSA-ACK, DSC-REQ, DSC-RSP, DSC-ACK. DBC indicates that a particular TLV can appear in at least one of the following messages: DBC-REQ, DBC-RSP, DBC-ACK. This table is informative; detailed requirements for the placement of these TLVs in different messages are provided in the referenced sections.

[bookmark: _Ref513230262][bookmark: _Toc513557822][bookmark: API_ID214252]Table 112 - Summary of Top-Level TLV Encodings

		Type

		Description

		Length

		Cfg File

		REG

		DSx

		DBC

		Other

		Section



		0

		Pad

		-

		x

		 

		 

		 

		 

		C.1.2.2



		1

		Downstream Frequency

		4

		x

		x

		 

		 

		 

		C.1.1.1



		2

		Upstream Channel ID

		1

		x

		x

		 

		 

		 

		C.1.1.2



		3

		Network Access Control Object

		1

		x

		x

		 

		 

		 

		C.1.1.3



		4

		DOCSIS 1.0 Class of Service (Deprecated)

		 

		 

		 

		 

		 

		 

		 



		5

		Modem Capabilities

		n

		 

		x

		 

		 

		 

		C.1.3.1



		6

		CM Message Integrity Check (MIC)

		16

		x

		x

		 

		 

		 

		C.1.1.5



		7

		CMTS Message Integrity Check (MIC)

		16

		x

		x

		 

		 

		 

		C.1.1.6



		8

		Vendor ID Encoding

		3

		 

		x

		 

		 

		 

		C.1.3.2



		9

		SW Upgrade Filename

		n

		x

		 

		 

		 

		 

		C.1.2.3



		10

		SNMP Write Access Control

		n

		x

		 

		 

		 

		 

		C.1.2.4



		11

		SNMP MIB Object

		n

		x

		 

		 

		 

		 

		C.1.2.5



		12

		Modem IP Address

		4

		 

		x

		 

		 

		 

		C.1.3.3



		13

		Service(s) Not Available Response

		3

		 

		x

		 

		 

		 

		C.1.3.4



		14

		CPE Ethernet MAC Address

		6

		x

		 

		 

		 

		 

		C.1.2.6



		15

		Telephone Settings Option (deprecated)

		 

		 

		 

		 

		 

		 

		 



		17

		Baseline Privacy

		n

		x

		x

		 

		 

		 

		C.3.1



		18

		Max Number of CPEs

		1

		x

		x

		 

		 

		 

		C.1.1.7



		19

		TFTP Server Timestamp

		4

		x

		x

		 

		 

		 

		C.1.1.8



		20

		TFTP Server Provisioned Modem IPv4 Address

		4

		x

		x

		 

		 

		 

		C.1.1.9



		21

		SW Upgrade IPv4 TFTP Server

		4

		x

		 

		 

		 

		 

		C.1.2.7



		22

		Upstream Packet Classification

		n

		x

		x

		x

		 

		 

		C.1.1.11 / C.2.1.1



		23

		Downstream Packet Classification

		n

		x

		x

		x

		 

		 

		C.1.1.12 / C.2.1.3



		24

		Upstream Service Flow

		n

		x

		x

		x

		 

		 

		C.1.1.13 / C.2.2.1



		25

		Downstream Service Flow

		n

		x

		x

		x

		x

		 

		C.1.1.14 / C.2.2.2 



		26

		Reserved (was deprecated Payload Header Suppression in DOCSIS 3.0 and earlier versions)

		 

		 

		 

		 

		 

		 

		C.1.1.15 / C.2.3



		27

		HMAC-Digest

		20

		 

		 

		x

		x

		 

		C.1.4.1



		28

		Maximum Number of Classifiers

		2

		x

		x

		 

		 

		 

		C.1.1.16



		29

		Privacy Enable

		1

		x

		x

		 

		 

		 

		C.1.1.17



		30

		Authorization Block

		n

		 

		 

		x

		 

		 

		C.1.4.2



		31

		Key Sequence Number

		1

		 

		 

		x

		x

		 

		C.1.4.3



		32

		Manufacturer Code Verification Certificate

		n

		x

		 

		 

		 

		 

		C.1.2.10



		33

		Co-Signer Code Verification Certificate

		n

		x

		 

		 

		 

		 

		C.1.2.11



		34

		SNMPv3 Kickstart Value

		n

		x

		 

		 

		 

		 

		C.1.2.9



		35

		Subscriber Mgmt Control

		3

		x

		x

		 

		 

		 

		C.1.1.19.1



		36

		Subscriber Mgmt CPE IPv4 List

		n

		x

		x

		 

		 

		 

		C.1.1.19.2



		37

		Subscriber Mgmt Filter Groups

		8

		x

		x

		 

		 

		 

		C.1.1.19.4



		38

		SNMPv3 Notification Receiver

		n

		x

		 

		 

		 

		 

		C.1.2.12



		39

		Enable 2.0 Mode

		1

		x

		 

		 

		 

		 

		C.1.1.20



		40

		Enable Test Modes

		1

		x

		x

		 

		 

		 

		C.1.1.20



		41

		Downstream Channel List

		n

		x

		x

		 

		 

		 

		C.1.1.22



		42

		Static Multicast MAC Address

		6

		x

		 

		 

		 

		 

		C.1.1.23



		43

		DOCSIS Extension Field

		n

		x

		x

		 

		 

		 

		C.1.1.18



		44

		Vendor Specific Capabilities

		n

		 

		x

		 

		 

		 

		C.1.3.5



		45

		Downstream Unencrypted Traffic (DUT) Filtering

		n

		x

		x

		 

		 

		 

		C.1.1.24



		46

		Transmit Channel Configuration (TCC)

		n

		 

		x

		 

		x

		 

		C.1.5.1



		47

		Service Flow SID Cluster Assignment

		n

		 

		x

		x

		x

		 

		C.1.5.2



		48

		Receive Channel Profile

		n

		 

		x

		 

		 

		 

		C.1.5.3.1



		49

		Receive Channel Configuration

		n

		 

		x

		 

		x

		 

		C.1.5.3.1



		50

		DSID Encodings

		n

		 

		x

		 

		x

		 

		C.1.5.3.9



		51

		Security Association Encoding

		n

		 

		x

		 

		x

		 

		C.1.5.5



		52

		Initializing Channel Timeout

		2

		 

		x

		 

		x

		 

		C.1.5.6



		53

		SNMPv1v2c Coexistence

		n

		x

		 

		 

		 

		 

		C.1.2.13



		54

		SNMPv3 Access View

		n

		x

		 

		 

		 

		 

		C.1.2.14



		55

		SNMP CPE Access Control

		1

		x

		 

		 

		 

		 

		C.1.2.15



		56

		Channel Assignment

		n

		x

		x

		 

		 

		 

		C.1.1.25



		57

		CM Initialization Reason

		1

		 

		x

		 

		 

		 

		C.1.3.6



		58

		SW Upgrade IPv6 TFTP Server

		16

		x

		 

		 

		 

		 

		C.1.2.8



		59

		TFTP Server Provisioned Modem IPv6 Address

		16

		x

		x

		 

		 

		 

		C.1.1.10



		60

		Upstream Drop Packet Classification

		n

		x

		x

		x

		 

		 

		C.2.1.2



		61

		Subscriber Mgmt CPE IPv6 Prefix List

		n

		x

		x

		 

		 

		 

		C.1.1.19.3



		62

		Upstream Drop Classifier Group ID

		n

		x

		x

		 

		 

		 

		C.1.1.26



		63

		Subscriber Mgmt Control Max CPE IPv6 Addresses

		n

		x

		x

		 

		 

		 

		C.1.1.19.5



		64

		CMTS Static Multicast Session Encoding

		n

		x

		 

		 

		 

		 

		C.1.1.27



		65

		L2VPN MAC Aging Encoding

		n

		x

		 

		 

		 

		 

		[DOCSIS L2VPN]



		66

		Management Event Control Encoding

		n

		x

		 

		 

		 

		 

		C.1.2.16



		67

		Subscriber Mgmt CPE IPv6 List

		n

		x

		x

		 

		 

		 

		C.1.1.19.6



		68

		Default Upstream Target Buffer Configuration

		2

		x

		 

		 

		 

		 

		C.1.2.17



		69

		MAC Address Learning Control

		1

		x

		 

		 

		 

		 

		C.1.2.18



		70

		Upstream Aggregate Service Flow

		n

		x

		x

		 x

		 

		 

		C.1.1.28 / C.2.2.3



		71

		Downstream Aggregate Service Flow

		n

		x

		x

		 x

		 

		 

		C.1.1.29 / C.2.2.4



		72

		Metro Ethernet Service Profile

		n

		x

		 

		 

		 

		 

		C.2.2.10



		73

		Network Timing Profile

		n

		x

		 

		 

		 

		 

		C.1.2.19



		74

		Energy Management Parameter Encoding

		n

		x

		x

		 

		 

		 

		C.1.1.30



		75

		Energy Management Mode Indicator

		1

		 

		 

		 

		x

		 

		C.1.4.4



		76

		CM Upstream AQM disable

		1

		x

		 

		 

		 

		 

		C.1.2.20



		77

		DOCSIS Time Protocol Encodings

		n

		 

		 

		 

		 

		x

		C.1.6



		78

		Energy Management Identifier List for CM

		n

		 

		x

		 

		x

		 

		C.1.1.30.4



		79

		UNI Control Encoding

		n

		x

		 

		 

		 

		 

		C.3.3



		80

		Energy Management –DOCSIS Light Sleep Encodings

		 

		 

		 

		 

		x

		 

		C.1.4.5



		81

		Manufacturer CVC Chain

		n

		x

		 

		 

		 

		 

		C.1.2.21



		82

		Co-signer CVC Chain

		n

		x

		 

		 

		 

		 

		C.1.2.22



		83

		DTP Mode Configuration

		1

		x

		x

		 

		 

		 

		C.1.1.31



		84

		Diplexer Band Edge

		9

		x

		 

		 

		 

		 

		C.1.2.23



		85

		FDX Transmission Group Assignment

		n

		 

		 

		 

		x

		 

		C.1.4.6



		86

		EC Training Ready

		1

		 

		 

		 

		x

		 

		C.1.4.7



		87

		CM Echo Cancellation Training Control

		N

		 

		 

		 

		 

		x

		C.1.7



		201-231

		eSAFE Configuration

		n

		x

		 

		 

		 

		 

		[DOCSIS eDOCSIS]



		255

		End-of-Data

		-

		x

		 

		 

		 

		 

		C.1.2.1





[bookmark: API_ID214253][bookmark: _Toc531185630]Encodings for Configuration and MAC-Layer Messaging

REQ24164 The following type/length/value encodings are used by CMs and CMTSs in the configuration file (see Annex D), in CM Registration Requests, in Dynamic Service Messages, in DOCSIS Time Protocol Messages, or in Echo Cancellation Messages. All multi-octet quantities are in network-byte order, i.e., the octet containing the most-significant bits is the first transmitted on the wire.

REQ24165 The following configuration settings MUST be supported by all CMs which are compliant with this specification.

[bookmark: API_ID214257][bookmark: _Toc531185631]Configuration File and Registration Settings

The TLVs in the following subsections are intended to be forwarded by the CM to the CMTS in the Registration Request message. Some of these TLVs require inclusion in the E-MIC Bitmap in order to be utilized by the CMTS.

[bookmark: API_ID214259]Downstream Frequency Configuration Setting

The frequency of the Primary Downstream Channel to be used by the CM for initialization unless a Downstream Channel List is present in the configuration file. It is an override for the CM's Primary Downstream Channel, selected during scanning. This is the center frequency of the downstream channel in Hz stored as a 32-bit binary number. For SC-QAM channels, the frequency in this TLV is the center frequency of the SC-QAM channel. For OFDM channels, the frequency in this TLV is the center frequency of the lowest subcarrier of the 6 MHz encompassed spectrum containing the PHY Link Channel (PLC) at its center. When initializing on the downstream frequency, the CM scans for both downstream channel types.

		Type

		Length

		Value



		1

		4

		Rx Frequency





Valid Range: For SC-QAM channels, the receive frequency must be a multiple of 62500 Hz. For OFDM channels, the center frequency of the lowest subcarrier of the 6 MHz encompassed spectrum containing the PLC at its center can be located on any one MHz boundary.

[bookmark: API_ID214261]Upstream Channel ID Configuration Setting

[bookmark: REQ7Q2DB9_0]REQ24166 The upstream channel ID which the CM MUST use. REQ24167 The CM MUST listen on the defined downstream channel until an upstream channel description message with this ID is found. It is an override for the channel selected during initialization.

		Type

		Length

		Value



		2

		1

		Channel ID





[bookmark: API_ID214265]Network Access Control Object

[bookmark: REQ7Q2DCA_0]If the value field is a 1, CPEs attached to this CM are allowed access to the network, based on CM provisioning. REQ24168 If the value of this field is a 0, the CM MUST continue to accept and generate traffic from the CM itself and not forward traffic from an attached CPE to the RF MAC Network. The value of this field does not affect CMTS service flow operation and does not affect CMTS data forwarding operation.

		Type

		Length

		Value



		3

		1

		1 or 0





The intent of "NACO = 0" is that the CM does not forward traffic from any attached CPE onto the cable network (a CPE is any client device attached to that CM, regardless of how that attachment is implemented). However, with "NACO = 0", management traffic to the CM is not restricted. Specifically, with NACO off, the CM remains manageable, including sending/receiving management traffic such as (but not limited to):

ARP: allow the modem to resolve IP addresses, so it can respond to queries or send traps.

DHCP: allow the modem to renew its IP address lease.

ICMP: enable network troubleshooting for tools such as "ping" and "trace-route."

ToD: allow the modem to continue to synchronize its clock after boot.

TFTP: allow the modem to download either a new configuration file or a new software image.

SYSLOG: allow the modem to report network events.

SNMP: allow management activity

HTTP (if supported): allow the modem to download new a software image.

In DOCSIS v1.1, with NACO off, the primary upstream and primary downstream service flows of the CM remain operational only for management traffic to and from the CM. With respect to DOCSIS v1.1 provisioning, a CMTS should ignore the NACO value and allocate any service flows that have been authorized by the provisioning server.

[bookmark: API_ID214269]DOCSIS 1.0 Class of Service Configuration Setting

This field is obsoleted. The DOCSIS1.0 Class of Service is no longer supported by the DOCSIS 3.1 standard.

[bookmark: API_ID214271]CM Message Integrity Check (MIC) Configuration Setting

The value field contains the CM message integrity check code. This is used to detect unauthorized modification or corruption of the configuration file.

		Type

		Length

		Value



		6

		16

		d1, d2,... d16





[bookmark: API_ID214273]CMTS Message Integrity Check (MIC) Configuration Setting

The value field contains the CMTS message integrity check code. This is used to detect unauthorized modification or corruption of the configuration file. The length of this value field is a function of the Extended CMTS MIC HMAC type (an MD5 HMAC requires 16 bytes; other HMAC types may produce longer or shorter digests). It is necessary that the configuration file generator ensures HMAC types which produce a digest of fewer than 16 bytes be padded with zeros to 16 bytes

		Type

		Length

		Value



		7

		n ≥ 16

		d1, d2,... d16,... dn





[bookmark: API_ID214275]Maximum Number of CPEs

[bookmark: REQ7Q2DKH_0]The maximum number of CPEs which can be granted access through a CM during a CM epoch. The CM epoch is the time between startup and hard reset of the modem. REQ24175 The maximum number of CPEs MUST be enforced by the CM.

NOTE: This parameter should not be confused with the number of CPE addresses a CM may learn. A modem may learn Ethernet MAC addresses up to its maximum number of CPE addresses (from the subsection MAC Address Acquisition in Section 9). The maximum number of CPEs that are granted access through the modem is governed by this configuration setting.

		Type

		Length

		Value



		18

		1

		 





[bookmark: REQ7Q2DMJ_0]REQ24176 The CM MUST interpret this value as an unsigned integer. REQ24177 The non-existence of this option, or the value 0, MUST be interpreted by the CM as the default value of 1.

NOTE: This is a limit on the maximum number of CPEs a CM will grant access to. Hardware limitations of a given modem implementation may require the modem to use a lower value.

[bookmark: API_ID214280]TFTP Server Timestamp

The sending time of the configuration file in seconds. The definition of time is as in [RFC 868].

		Type

		Length

		Value



		19

		4

		Number of seconds since 00:00 1 Jan 1900





NOTE: The purpose of this parameter is to prevent replay attacks with old configuration files.

[bookmark: API_ID214282]TFTP Server Provisioned Modem IPv4 Address

The IPv4 Address of the modem requesting the configuration file.

		Type

		Length

		Value



		20

		4

		IPv4 Address





NOTE: The purpose of this parameter is to prevent IP spoofing during registration.

[bookmark: API_ID214284]TFTP Server Provisioned Modem IPv6 Address

The IPv6 Address of the modem requesting the configuration file.

		Type

		Length

		Value



		59

		16

		IPv6 Address





NOTE: The purpose of this parameter is to prevent IP spoofing during registration.

[bookmark: API_ID214286]Upstream Packet Classification Configuration Setting

This field defines the parameters associated with one entry in an upstream traffic classification list. Refer to Section C.2.1.1.

		Type

		Length

		Value



		22

		N

		 





[bookmark: API_ID214288]Downstream Packet Classification Configuration Setting

This field defines the parameters associated with one Classifier in a downstream traffic classification list. Refer to C.2.1.3.

		Type

		Length

		Value



		23

		N

		 





[bookmark: API_ID214290]Upstream Service Flow Encodings

This field defines the parameters associated with upstream scheduling for one Service Flow. Refer to Section C.2.2.1.

		Type

		Length

		Value



		24

		N

		 





[bookmark: API_ID214292]Downstream Service Flow Encodings

This field defines the parameters associated with downstream scheduling for one Service Flow. Refer to Section C.2.2.2.

		Type

		Length

		Value



		25

		N

		 





[bookmark: API_ID214294]Payload Header Suppression

This TLV is not needed in DOCSIS 3.1, and has been removed.

[bookmark: API_ID214296]Maximum Number of Classifiers

This is the maximum number of Classifiers associated with admitted or active upstream Service Flows that the CM is allowed to have. Both active and inactive Classifiers are included in the count. Upstream Drop Classifiers are not included in the count.

This is useful when using deferred activation of provisioned resources. The number of provisioned Service Flows may be high and each Service Flow might support multiple Classifiers. Provisioning represents the set of Service Flows the CM can choose between. The CMTS can control the QoS resources committed to the CM by limiting the number of Service Flows that are admitted. However, it may still be desirable to limit the number of Classifiers associated with the committed QoS resources. This parameter provides that limit.

		Type

		Length

		Value



		28

		2

		Maximum number of active and inactive Classifiers associated with admitted or active upstream Service Flows





REQ24178 The default value used by the CM and CMTS MUST be 0 - no limit.

[bookmark: API_ID214299]Privacy Enable

This configuration setting enables/disables Baseline Privacy [DOCSIS SECv3.0] on the Primary Service Flow and all other Service Flows for this CM. If a DOCSIS 2.0 or 3.0 CM receives this setting in a configuration file, the CM is required to forward this setting as part of the Registration Request (REG-REQ or REG-REQ-MP) as specified in the Registration Request Messages subsection of Section 6, regardless of whether the configuration file is DOCSIS 1.1-style or not, while this setting is usually contained only in a DOCSIS 1.1-style configuration file with DOCSIS 1.1 Service Flow TLVs.

		Type

		Length

		Value



		29

		1

		0 - Disable
1 - Enable





REQ24179 The default value of this parameter used by the CM and CMTS MUST be 1 - privacy enabled.

[bookmark: API_ID214302]DOCSIS Extension Field

The DOCSIS Extension Field is used to extend the capabilities of the DOCSIS specification, through the use of new and/or vendor-specific features.

The DOCSIS Extension Field must be encoded using TLV 43 and must include the Vendor ID field (refer to Section C.1.3.1.41 to indicate whether the DOCSIS Extension Field applies to all devices, or only to devices from a specific vendor. The Vendor ID must be the first TLV embedded inside the DOCSIS Extension Field. REQ24180 If the first TLV inside the DOCSIS Extension Field is not a Vendor ID, then the TLV MUST be discarded by the CMTS. In this context, the Vendor ID of 0xFFFFFF is reserved to signal that this DOCSIS Extension Field contains general extension information (see Section C.1.1.18.1); otherwise, the DOCSIS Extension Field contains vendor-specific information (see Section C.1.1.18.1.11).

This configuration setting may appear multiple times. This configuration setting may be nested inside a Packet Classification Configuration Setting, a Service Flow Configuration Setting, or a Service Flow Response. The same Vendor ID may appear multiple times. However, there must not be more than one Vendor ID TLV inside a single TLV 43. 

[bookmark: REQ7Q2DRO_0]REQ24181 The CM MUST ignore any DOCSIS Extension Field that it cannot interpret, but still include the TLV in the REG-REQ-MP message. REQ24182 The CM MUST NOT initiate the DOCSIS Extension Field TLVs.

		Type

		Length

		Value



		43

		N

		 





[bookmark: API_ID214308]General Extension Information

When using the DOCSIS Extension Field (TLV 43) to encode general extension information, the Vendor ID of 0xFFFFFF must be used as the first sub-TLV inside TLV 43.

		Type

		Length

		Value



		43

		N

		8, 3, 0xFFFFFF, followed by general extension information





The following sub-TLVs are defined only as part of the General Extension Information. The type values may be re-defined for any purpose as part of a Vendor Specific Information encoding.

[bookmark: API_ID214310]CM Load Balancing Policy ID

The CMTS load balancing algorithm uses this config file setting as the CM load balancing policy id. If present, this value overrides the default group policy assigned by the CMTS (see the subsection Autonomous Load Balancing in Section 11). This configuration setting should only appear once in a configuration file. This configuration setting must only be used in configuration files, REG-REQ and REG-REQ-MP messages, and must not be nested inside a Packet Classification Configuration Setting, a Service Flow Configuration Setting, or a Service Flow Response.

		Type

		Length

		Value



		43.1

		4

		policy id





[bookmark: API_ID214312]CM Load Balancing Priority

This config file setting is the CM load balancing priority to be used by the CMTS load balancing algorithm. If present, this value overrides the default priority assigned by the CMTS (see the subsection Autonomous Load Balancing in Section 11). This configuration setting should only appear once in a configuration file. This configuration setting must only be used in configuration files, REG-REQ, and REG-REQ-MP messages, and must not be nested inside a Packet Classification Configuration Setting, a Service Flow Configuration Setting, or a Service Flow Response.

		Type

		Length

		Value



		43.2

		4

		priority





[bookmark: API_ID214314]CM Load Balancing Group ID

This config file setting is the Restricted Load Balancing Group ID defined at the CMTS. If present, this value overrides the general load balancing group. If no Restricted Load Balancing Group is defined that matches this group id, the value is ignored by the CMTS (see the subsection Autonomous Load Balancing in Section 11). This configuration setting should only appear once in a configuration file. This configuration setting must only be used in configuration files, REG-REQ, and REG-REQ-MP messages, and must not be nested inside a Packet Classification Configuration Setting, a Service Flow Configuration Setting, or a Service Flow Response.

		Type

		Length

		Value



		43.3

		4

		group id





[bookmark: API_ID214316]CM Ranging Class ID Extension

[bookmark: REQ7Q2DSP_0]This config file setting is the CM Ranging Class ID Extension to be defined by the cable operator. These bits will be prepended to the CM's default Ranging Class ID as the most significant bits of the 32 bit Ranging Class ID value. These bits will be sent in the REG-REQ-MP as part of the CM's Ranging Class ID in the modem capabilities field. If the TLV is not included in the configuration file, the CM will use zero for this value. These bits allow the user to define special device classes that could be used to give those devices, or service types, preferential treatment with respect to ranging after a massive outage. REQ24183 After successful registration, the CM MUST store the entire 32 bit value in non-volatile memory and use it for ranging decisions after a reboot or a re-init MAC event.

		Type

		Length

		Value



		43.4

		2

		Extended ID





[bookmark: API_ID214319]L2VPN Encoding

[bookmark: REQFDGLF1_0][bookmark: REQ7Q2DTQ_0]The L2VPN Encoding parameter is a multi-part encoding that configures how the CMTS performs Layer 2 Virtual Private Network bridging for CPE packets. The subtypes of the L2VPN encoding are specified in [DOCSIS L2VPN]. REQ27609 The CMTS MAY support the DOCSIS Layer 2 Virtual Private Network feature as defined in [DOCSIS L2VPN]. REQ24184 If the L2VPN feature is not supported, the CMTS MUST ignore the information in the L2VPN configuration setting.

		Type

		Length

		Value



		43.5

		n

		L2VPN Encoding subtype/length/value tuples





[bookmark: API_ID214323]Extended CMTS MIC Configuration Setting

The Extended CMTS MIC Configuration Setting parameter is a multi-part encoding that configures how the CMTS performs message integrity checking. This is used to detect unauthorized modification or corruption of the CM configuration file, using techniques which are not possible using the pre-3.0 DOCSIS CMTS MIC, in particular, using more advanced hashing techniques, or requiring different TLVs to be included in the HMAC calculation. This TLV cannot be contained within an instance of TLV type 43 which contains other subtypes (excluding subtype 8).

		Type

		Length

		Value



		43.6

		n

		Extended CMTS MIC Parameter Encoding subtype/length/value tuples





[bookmark: API_ID235039]Extended CMTS MIC HMAC type

The Extended CMTS MIC HMAC type parameter is a single byte encoding that identifies the type of hashing algorithm used in the CMTS MIC hash TLV. This subtype is always included within an Extended CMTS MIC Configuration Setting TLV; the instance of the CMTS MIC Hash within the configuration file will use the HMAC technique described by the value of this TLV.

REQ27693 The CMTS SHOULD support a configuration that can require all REG-REQ or REG-REQ-MP messages to contain an Extended CMTS MIC Encoding with a particular CMTS MIC algorithm.

		Type

		Length

		Value



		43.6.1

		1

		Enumeration

1 - MD5 HMAC [RFC 2104]

2 - MMH16-σ-nHMAC [DOCSIS SECv3.0] 43 - vendor-specific





[bookmark: API_ID235047]Extended CMTS MIC Bitmap

The Extended CMTS MIC Bitmap is a multi-byte encoding that is a bitmask representing specified TLV types in a CM configuration file, REG-REQ, or REG-REQ-MP message, Annex D.2. This TLV is always present, and the TLVs to be included within the digest calculation are those whose top level types correspond to bits which are set in this value. For example, to require the Downstream Frequency Configuration Setting to be included in the digest calculation, set bit 1 in the value of this TLV. This TLV uses the BITS Encoding convention where bit positions are numbered starting with bit #0 as the most significant bit.

		Type

		Length

		Value



		43.6.2

		n

		BITS Encoding - Each bit position in this string represents a top-level TLV

bit position 0 is reserved and is always set to a value of 0.





[bookmark: API_ID235049]Explicit Extended CMTS MIC Digest Subtype

This subtype explicitly provides the calculated extended MIC digest value over all TLVs reported in REG-REQ or REG-REQ-MP for which bits are set in the Extended CMTS MIC Bitmap. If the Extended CMTS MIC Bitmap indicates TLV 43 is to be included in the calculation of the Extended CMTS MIC digest, this subtype (with the value 0) is to be included in that calculation, see Annexes D.1.3 and D.2.1. A valid Explicit Extended CMTS MIC Digest does NOT contain the CM MIC value. 

When this subtype is present, the CMTS MIC Configuration Setting in TLV7 is calculated using the set of TLVs as specified for DOCSIS 2.0, in Annex D.2.1. 

If this subtype is omitted from an Extended CMTS MIC Encoding, the extended CMTS MIC is implicitly provided in the CMTS MIC Configuration Setting of TLV 7.

[bookmark: REQ7Q2DVS_0]REQ24185 When the Explicit Extended CMTS MIC Digest Subtype is present, if the CMTS fails the Extended CMTS MIC Digest verification but passes the pre-3.0 DOCSIS CMTS MIC digest verification of TLV7, then the CMTS MUST NOT consider the CM to have failed authentication. REQ24186 Instead, the CMTS MUST silently ignore all TLVs in REG-REQ or REG-REQ-MP which were marked as protected by the Extended CMTS MIC Bitmap but are not included in the set of TLVs protected by the pre-3.0 DOCSIS CMTS MIC (TLV7) calculation. 

		Type

		Length 

		Value



		43.6.3

		n 

		Calculated MIC digest using the CMTS MIC HMAC Type algorithm





[bookmark: API_ID214328]Source Address Verification (SAV) Authorization Encoding

This parameter configures a static range of IP addresses authorized for the Source Address Verification (SAV) enforced by the CMTS for upstream traffic from the CM (see [DOCSIS SECv3.0]). It is intended to be configured for CMs connecting to CPEs with statically configured CPE Host IP addresses or for CMs connecting to a customer premise IP router that reaches a statically assigned IP subnet. 

This parameter is intended for the CMTS only, and is ignored by the CM. The parameter is encoded as a subtype of the DOCSIS Extension Information TLV43 encoding in order for it to be included by CMs supporting any DOCSIS version. 

An IP address "prefix" is a combination of an IP address (the "prefix address") and a bit count (the "prefix length"). An IP address is said to be "within" a prefix when it matches the prefix length number of most significant bits in the prefix address. A prefix length of zero means that all IP addresses are within the prefix. 

The SAV Authorization Encoding defines either or both of:

A "SAV Group Name" that indirectly identifies an "SAV Group", which is a configured list of prefixes in the CMTS; or

A list of "Static SAV Prefix Rules", each of which directly defines a single prefix.

The CMTS considers an upstream source IP address within any of the above mentioned prefixes to be authorized for purposes of Source Address Verification.

A valid configuration file, REG-REQ, or REG-REQ-MP message contains at most one instance of the SAV Authorization Encoding. Other restrictions on the subtypes of a valid SAV Authorization Encoding are described below. CM and CMTS operation with an invalid SAV Authorization Encoding is not specified. 

		Type

		Length

		Value



		43.7

		N

		Subtype encodings





[bookmark: API_ID235063]SAV Group Name Subtype

This subtype contains an ASCII string that identifies an SAV Group Name configured in the CMTS.

		Type

		Length

		Value



		43.7.1

		1..15

		Name of an SAV Group configured in the CMTS.





A valid SAV Authorization Encoding contains zero or one instances of this subtype.

[bookmark: REQ7Q2DXU_0]REQ24187 A CMTS MUST support registration of CMs that reference an SAV Group Name that does not exist in the CMTS. REQ24188 A CMTS MUST support creation, modification, and deletion of configured SAV Groups while CMs remain registered that reference the SAV Group Name. 

[bookmark: API_ID235076]SAV Static Prefix Rule  Subtype

This subtype identifies a single static prefix within which upstream traffic from the CM is authorized for purposes of Source Address Verification. A valid SAV Authorization Encoding contains zero, one, or more instances of this subtype. REQ24189 A CMTS MUST support at least one SAV Static Prefix Rule for each CM. 

The CMTS maintains a management object that reports for each CM the list of SAV Static Prefixes learned from that CM in its REG-REQ or REG-REQ-MP. The CMTS is expected to recognize when multiple CMs report the same list of SAV Static Prefix Rules. The CMTS assigns a "list identifier" to each unique set of SAV prefixes. The minimum number of different SAV Static Prefix lists supported by a CMTS is vendor-specific.

		Type

		Length

		Value



		43.7.2

		N

		SAV Static Prefix Subtype encodings





[bookmark: API_ID235082](1)	SAV Static Prefix Address Subtype

This subtype identifies an IPv4 or IPv6 address subnet authorized to contain a source IP address of upstream traffic. A valid SAV Static Prefix Rule Subtype contains exactly one instance of this subtype.

		Type

		Length

		Value



		43.7.2.1

		4 (IPv4) or 
16 (IPv6)

		Prefix of an IP address range authorized to contain the source IP address for upstream packets. 





[bookmark: API_ID235084](2)	SAV Static Prefix Length Subtype

This subtype defines the number of most significant bits in an SAV Static Prefix Address. A valid SAV Static Prefix Rule Subtype contains exactly one instance of this subtype.

		Type

		Length

		Value



		43.7.2.2

		1

		Range 0..32 for an IPv4 SAV Static Prefix Address or 0..128 for an IPv6 SAV Static Prefix Address. Number of most significant bits of the Static SAV Prefix Address matched to an upstream source IP address. A value of 0 means that all source addresses are authorized for SAV.





[bookmark: API_ID214334]Cable Modem Attribute Masks

REQ27694 If specified, this TLV limits the set of channels to which the CMTS SHOULD assign the cable modem by requiring or forbidding certain binary attributes. This TLV is primarily intended for CMs not operating in Multiple Receive Channel mode. It is CMTS vendor-specific whether or not this TLV is used in channel assignment for CMs operating in Multiple Receive Channel mode. When Service Flow Attribute Masks are present in the CM configuration file as well, the CMTS will observe the precedence order defined in the subsection Channel Assignment During Registration in Section 10.

See the subsection Service Flow Assignment in Section 8 for how the Required Attribute mask, Forbidden Attribute Mask control how CMs may be assigned to particular channels.

		Type

		Length

		Value



		43.9

		n

		Cable Modem Attribute Mask subtype encodings





[bookmark: API_ID235091]Cable Modem Required Downstream Attribute Mask

If specified, this sub-TLV limits the set of downstream channels to which the CMTS assigns the cable modem requiring certain binary attributes. 

		Type

		Length

		Value



		43.9.1

		4

		32-bit mask representing the set of binary channel attributes required for the CM.





[bookmark: API_ID235092]Cable Modem Downstream Forbidden Attribute Mask

If specified, this sub-TLV limits the set of downstream channels to which the CMTS assigns the CM by forbidding certain attributes. 

		Type

		Length

		Value



		43.9.2

		4

		32-bit mask representing the set of binary channel attributes forbidden for the CM.





[bookmark: API_ID235093]Cable Modem Upstream Required Attribute Mask

If specified, this sub-TLV limits the set of upstream channels to which the CMTS assigns the cable modem requiring certain binary attributes. 

		Type

		Length

		Value



		43.9.3

		4

		32-bit mask representing the set of binary channel attributes required for the CM.





[bookmark: API_ID235094]Cable Modem Upstream Forbidden Attribute Mask

If specified, this sub-TLV limits the set of upstream channels to which the CMTS assigns the CM by forbidding certain attributes. 

		Type

		Length

		Value



		43.9.4

		4

		32-bit mask representing the set of binary channel attributes forbidden for the CM.





[bookmark: API_ID214337]IP Multicast Join Authorization Encoding

This subtype of the DOCSIS Extension Information (TLV43) encoding identifies a set of IP Multicast Join Authorization session rules. This parameter is intended for the CMTS only, and is ignored by the CM. The parameter is encoded as a subtype of the DOCSIS Extension Information TLV43 encoding in order for it to be included by CMs supporting any DOCSIS version. A CMTS uses the IP Multicast Join Authorization Encoding to authorize IP multicast session joins for all DOCSIS CM versions. 

A valid CM configuration file and CM Registration Request contains zero or one instances of the IP Multicast Join Authorization Encoding. Other restrictions on the subtypes of a valid IP Multicast Join Authorization Encoding are described below. CM and CMTS operation with an invalid IP Multicast Join Authorization Encoding is not specified.

		Type

		Length

		Value



		43.10

		N

		IP Multicast Join Authorization Subtype encodings





[bookmark: API_ID235112]IP Multicast Profile Name Subtype

This subtype contains an ASCII string that identifies an IP Multicast Profile Name configured in the CMTS. 

		Type

		Length

		Value



		43.10.1

		1..15

		Name of an IP Multicast Profile configured in the CMTS.





A valid IP Multicast Join Authorization Encoding contains zero, one, or more instances of this subtype.

[bookmark: API_ID235113]IP Multicast Join Authorization Static Session Rule Subtype

This subtype statically configures a single IP multicast "session rule" that controls the authorization of a range of IP multicast sessions. A session rule identifies a CMTS join authorization action of "permit" or "deny" for the combination of a range of source addresses (an "S prefix") and destination group addresses (a "G prefix") of a multicast session. 

An IP address "prefix" is a combination of an IP address (the "prefix address") and a bit count (the "prefix length"). An IP address is said to be "within" a prefix when it matches the prefix length number of most significant bits in the prefix address. A prefix length of zero means that all IP addresses are within the prefix.

		Type

		Length

		Value



		43.10.2

		N

		IP Multicast Join Authorization Static Session Rule subtype encodings





A valid IP Multicast Join Authorization Encoding contains zero or more instances of this subtype.

[bookmark: API_ID235114](1)	RulePriority

This attribute configures the rule priority for the static session rule. A valid IP Multicast Join Authorization Static Session Rule Encoding contains exactly one instance of this subtype.

		Type

		Length

		Value



		43.10.2.1

		1

		0..255. Higher values indicate a higher priority. If more than one session rule matches a joined session, the session rule with the highest rule priority determines the authorization action.





[bookmark: API_ID235115](2)	Authorization Action

This attribute specifies the authorization action for a session join attempt that matches the session rule. A valid IP Multicast Join Authorization Static Session Rule Encoding has exactly one instance of this subtype.

		Type

		Length

		Value



		43.10.2.2

		1

		0 permit 

1 deny 

2..255 Reserved





[bookmark: API_ID235116](3)	Source Prefix Address Subtype

This subtype identifies the prefix of a range of authorized source addresses for multicast sessions. A valid IP Multicast Join Authorization Static Session Rule Subtype contains zero or one instances of this subtype. A valid IP Multicast Join Authorization Static Session Rule Subtype either includes both a Source Prefix Address Subtype and a Source Prefix Length Subtype, or omits both Source Prefix Address Subtype and Source Prefix Length subtype. 

If this subtype is omitted, the session rule is considered to apply to all sources of multicast sessions.

		Type

		Length

		Value



		43.10.2.3

		4 (IPv4) or 
16 (IPv6)

		Prefix of an IP address range for the source of IP multicast sessions.





[bookmark: API_ID235117](4)	Source Prefix Length Subtype

This subtype defines the number of matched most significant bits in the Source Prefix Address Subtype in an IP Multicast Join Authorization Static Session Rule Subtype. 

		Type

		Length

		Value



		43.10.2.4

		1

		Number of most significant bits of the Source Prefix Address matched to the source IP address of a source-specific multicast session. The value range is 0..32 for an IPv4 Source Prefix Address or 0..128 for an IPv6 Source Prefix Address. A value of 0 means that all source addresses are matched by the rule.





[bookmark: API_ID235118](5)	Group Prefix Address Subtype

This subtype identifies the prefix of a range of destination IP multicast group addresses. A valid IP Multicast Join Authorization Static Session Rule Subtype contains exactly one instance of this subtype. 

		Type

		Length

		Value



		43.10.2.5

		4 (IPv4) or 
16 (IPv6)

		Prefix of an IP address range for the destination group of IP multicast sessions.





[bookmark: API_ID235119](6)	Group Prefix Length Subtype

This subtype defines the number of matched most significant bits in the Group Prefix Address Subtype in an IP Multicast Join Authorization Static Session Rule Subtype. A valid IP Multicast Join Authorization Static Session Rule Subtype contains exactly one instance of this subtype.

		Type

		Length

		Value



		43.10.2.6

		1

		Number of most significant bits of the Group Prefix Address matched to an IP destination group address. The value range is 0..32 for an IPv4 Group Prefix Address or 0..128 for an IPv6 Group Prefix Address. A value of 0 means that all destination group addresses are matched by this rule.





[bookmark: API_ID235120]Maximum Multicast Sessions Encoding

This subtype, if included in an IP Multicast Join Authorization Encoding, configures the CMTS to limit the maximum number of multicast sessions authorized to be dynamically joined by clients reached through the CM. 

		Type

		Length

		Value



		43.10.3

		2 (unsigned 16 bit integer)

		0 – 65534: the maximum number of sessions permitted to be dynamically joined. A value of 0 indicates that no dynamic multicast joins are permitted.

65535: no limit to the number of multicast sessions to be joined.





[bookmark: API_ID214339]Service Type Identifier

A text string identifying the type of service to which this CM is subscribed. This TLV is used by the CMTS to select the correct MAC Domain or Restricted Load Balancing Group to which the CM will be assigned. REQ24190 When this TLV is present in the Registration Request message, the CMTS MUST assign the CM to a MAC Domain or Restricted Load Balancing Group which offers the requested Service Type, if one is available. If no MAC Domain or Restricted Load Balancing Group is available that offers the requested Service Type, the CMTS is free to assign the CM to any available MAC Domain. 

[bookmark: REQ7Q2E1X_0]If this TLV is included in the configuration file along with the Load Balancing Group ID TLV, this TLV takes precedence. REQ24191 If the indicated Load Balancing Group is available to the CM and offers the requested Service Type, the CMTS MUST assign the CM to that Load Balancing Group. Otherwise, the CMTS ignores the Load Balancing Group ID TLV.

		Type

		Length

		Value



		43.11

		1-16

		Service Type Identifier





[bookmark: API_ID214344]DEMARC Auto-Configuration (DAC) Encoding

[bookmark: REQ7Q2E2Y_0]The DEMARC Auto-Configuration (DAC) Encoding parameter is a multi-part encoding that configures how the DPoE System performs the automated provisioning related to set up of a DEMARC management path (DAC-Path) for the purpose of automatically provisioning a DEMARC device. The subtypes of the DAC encoding are specified in [DPoE-DEMARCv1.0]. REQ24192 If the DAC feature is not supported, the CMTS MUST ignore the information in the DAC configuration setting.

		Type

		Length

		Value



		43.12

		n

		DEMARC Auto-Configuration Encoding subtype/length/value tuples





[bookmark: API_ID214347]Vendor Specific Information

Vendor-specific configuration information, if present, is encoded in the DOCSIS Extension Field (code 43) using the Vendor ID field (refer to Annex C.1.3.1.41 to specify which TLV tuples apply to which vendor's products. 

		Type

		Length

		Value



		43

		N

		per vendor definition





Example:

Configuration with vendor A specific fields and vendor B specific fields:

VSIF (43) + n (number of bytes inside this VSIF)

8 (Vendor ID Type) + 3 (length field) + Vendor ID of Vendor A

Vendor A Specific Type #1 + length of the field + Value #1

Vendor A Specific Type #2 + length of the field + Value #2

VSIF (43) + m (number of bytes inside this VSIF)

8 (Vendor ID Type) + 3 (length field) + Vendor ID of Vendor B

Vendor B Specific Type + length of the field + Value

[bookmark: API_ID214349]Subscriber Management TLVs

The information in these TLVs is not used by the CM; rather, the information is used by the CMTS to populate the Subscriber Management MIB for this CM.

[bookmark: API_ID214351]Subscriber Management Control

This three byte field provides control information to the CMTS for the Subscriber Management requirements in [DOCSIS OSSIv3.0]. The first two bytes represent the number of IPv4 addresses permitted behind the CM. The third byte is used for control fields.

		Type

		Length

		Value



		35

		3

		byte 1,2 MaxCpeIPv4 (low-order 10 bits)

byte 3, bit 0: Active

byte 3, bit 1: Learnable

byte 3, bits #2-7: reserved, must be set to zero





[bookmark: API_ID214353]Subscriber Management CPE IPv4 List

This field lists the IPv4 Addresses the CMTS uses as part of the total of the Max CPE IPv4 addresses in the Subscriber Management requirements in [DOCSIS OSSIv3.0].

		Type

		Length

		Value



		36

		N (multiple of 4)

		Ipa1, Ipa2, Ipa3, Ipa4





[bookmark: API_ID214355]Subscriber Management CPE IPv6 Prefix List 

This field lists the provisioned CPE IPv6 Prefixes the CMTS uses as part of the total of the Max CPE IPv6 prefixes in the Subscriber Management requirements in [DOCSIS OSSIv3.0].

		Type

		Length

		Value



		61

		N (multiple of 17)

		IP Prefix 1/length, IP Prefix 2/length, etc.

Out of each 17 bytes, the first 16 define the IPv6 prefix, and the 17th defines the length.





[bookmark: API_ID214357]Subscriber Management Filter Groups

The Subscriber Management MIB allows an upstream and downstream filter group to be assigned to a CM and its associated CPE and Service/Application Functional Entities (SAFEs). These filter groups are encoded in the configuration file in a single TLV as follows:

		Type

		Length

		Value



		37

		N (multiple of 4, minimum of 8)

		bytes 1,2: docsSubMgt3GrpSubFilterDs group

bytes 3,4: docsSubMgt3GrpSubFilterUs group

bytes 5,6: docsSubMgt3Grp CmFilterDs group

bytes 7,8: docsSubMgt3Grp CmFilterUs group

bytes 9,10: docsSubMgt3Grp PsFilterDs group

bytes 11,12: docsSubMgt3Grp PsFilterUs group

bytes 13,14: docsSubMgt3Grp MtaFilterDs group

bytes 15,16: docsSubMgt3Grp MtaFilterUs group

bytes 17,18: docsSubMgt3Grp StbFilterDs group

bytes 19,20: docsSubMgt3Grp StbFilterUs group





[bookmark: REQ7Q2E40_0][bookmark: REQ7Q2E51_0][bookmark: REQ7Q2E72_0]The elements: docsSubMgt3GrpSubFilterDs, docsSubMgt3GrpSubFilterUs, docsSubMgt3GrpCmFilterDs, and docsSubMgt3GrpCmFilterUs, are mandatory elements. REQ24193 If the length is 16, the CMTS MUST use bytes 1 and 2 to populate both the docsSubMgt3GrpSubFilterDs and docsSubMgt3GrpStbFilterDs MIB entries, and bytes 3 and 4 to populate both the docsSubMgt3GrpSubFilterUs and docsSubMgt3GrpStbFilterUs MIB entries. REQ24194 If the length is 12, the CMTS MUST use bytes 1 and 2 to populate the docsSubMgt3GrpSubFilterDs, docsSubMgt3GrpStbFilterDs and docsSubMgt3GrpMtaFilterDs MIB entries, and bytes 3 and 4 to populate the docsSubMgt3GrpSubFilterUs, docsSubMgt3GrpStbFilterUs and docsSubMgt3GrpMtaFilterUs MIB entries. REQ24195 If the length is 8, the CMTS MUST use bytes 1 and 2 to populate the docsSubMgt3GrpSubFilterDs, docsSubMgt3GrpStbFilterDs, docsSubMgt3GrpMtaFilterDs and docsSubMgt3GrpPsFilterDs MIB entries, and bytes 3 and 4 to populate the docsSubMgt3GrpSubFilterUs, docsSubMgt3GrpStbFilterUs, docsSubMgt3GrpMtaFilterUs and docsSubMgt3GrpPsFilterUs MIB entries. REQ24196 If the length is greater than 20, the additional bytes MUST be ignored by the CMTS.

[bookmark: API_ID214363]Subscriber Management Control Max CPE IPv6 Addresses

This field configures the maximum number of IPv6 addresses the CMTS allows forwarding traffic for the CM. This is the corresponding IPv6 version of the "Max Cpe IPv4" encoding of the Subscriber Management Control encoding (TLV 35).

		Type

		Length

		Value



		63

		2

		low-order 10 bits





[bookmark: API_ID214365]Subscriber Management CPE IPv6 List 

This field lists the IPv6 Addresses the CMTS uses as part of the total of the Max CPE Ipv6 addresses in the Subscriber Management requirements in [DOCSIS OSSIv3.0].

		Type

		Length

		Value



		67

		N (multiple of 16)

		Ipv6 Address1, Ipv6 Address2,...Ipv6AddressN





[bookmark: API_ID214367]Enable 2.0 Mode

This TLV only has relevance for pre-DOCSIS 3.1 CM. This configuration setting enables/disables DOCSIS 2.0 mode for a CM registering: 1) with a DOCSIS 2.0 CMTS; or 2) CM registering with a DOCSIS 3.0 CMTS and not operating in Multiple Transmit Channel Mode. When a CM is commanded to operate in Multiple Transmit Channel Mode according to the REG-RSP, this configuration setting does not have relevance. When a CM is not in Multiple Transmit Channel Mode, this configuration setting has relevance in that a CM has 2.0 mode enabled or not, and if 2.0 mode is enabled the CM is actually operating in 2.0 mode if the upstream channel is of type 2,3, or 4.

		Type

		Length

		Value



		39

		1

		0 - Disable

1 - Enable





[bookmark: API_ID214369]Enable Test Modes

This configuration setting enables/disables certain test modes for a CM which supports test modes. The definition of the test modes is beyond the scope of this specification.

REQ24198 If this TLV is not present, the default value used by the CM MUST be 0 – Test modes disabled.

		Type

		Length

		Value



		40

		1

		0 – Disable

1 – Enable





[bookmark: API_ID214372]Downstream Channel List

[bookmark: REQ7Q2E95_0][bookmark: REQ7Q2EB6_0][bookmark: REQ7Q2EC7_0][bookmark: REQ7Q2ED8_0][bookmark: REQ7Q2EE9_0][bookmark: REQFDGM51_0]This is a list of receive frequencies to which the CM is allowed to tune during scanning operations. REQ24199 When the Downstream Channel List is provided in a configuration file, the CM MUST NOT attempt to establish communications using a downstream channel that is absent from this list unless specifically directed to do so by the CMTS. For example, the CMTS may direct the CM to use downstream channel(s) not listed in the Downstream Channel List via Registration Response, DBC Request, and/or DCC Request message. REQ24200 When both the Downstream Channel List and the Downstream Frequency Configuration Setting (Annex C.1.1.1) are included in the configuration file, the CM MUST ignore the Downstream Frequency Configuration Setting. This list can override the last operational channel stored in NVRAM as defined in the subsection Scan for Downstream Channel in Section 10. REQ24201 The CM MUST retain and employ this list of channels whenever the CM performs a re-initialize MAC or continue scanning operation. REQ24202 The CM MUST replace or remove the list by subsequent configuration file downloads. REQ24203 Upon power cycle, the CM MUST NOT enforce a previously learned downstream channel list. REQ27610 However, the CM MAY remember this list as an aid to downstream channel acquisition.

		Type

		Length

		Value



		41

		N

		List of Allowed Rx Frequencies





The list of allowed downstream frequencies is composed of an ordered series of sub-TLVs (Single Downstream Channel, Downstream Frequency Range, and Default Scanning) as defined below. REQ24204 When scanning for a downstream channel (except after a power-cycle), the CM MUST scan through this ordered list and attempt to establish communications on the specified channel(s). The scanning is initialized as follows: 

REQ24205 If the CM is in an operational state, and then undergoes a re-initialize MAC operation (except due to a DCC or a DBC), it MUST first scan the last operational frequency and then restart scanning at the beginning of the ordered list.

REQ24206 If, while scanning this ordered list, the CM fails to become operational and is forced to re-initialize MAC, the CM MUST continue scanning from the next applicable frequency in the ordered list.

[bookmark: REQ7Q2EJE_0][bookmark: REQ7Q2EKF_0]If it reaches the Default Scanning TLV (TLV 41.3) in the configuration file, the CM begins its default scanning algorithm, completing initial ranging and DHCP and receiving a new configuration file via TFTP on the first valid frequency it sees.  REQ24207 If the new configuration file does not contain TLV 41, the CM MUST continue with registration. REQ24208 If the new configuration file contains TLV 41, the CM MUST confirm that the frequency of the current Primary Downstream Channel is explicitly listed in the Downstream Channel List. REQ24209 If the frequency of the current Primary Downstream Channel is not explicitly listed in the Downstream Channel List, the CM MUST NOT register on the current Primary Downstream Channel (SC-QAM or OFDM); instead, the CM MUST restart scanning according to the Downstream Channel List contained in the configuration file.

[bookmark: REQ7Q2EMH_0]REQ24210 Upon reaching the end of the List, the CM MUST begin again with the first sub-TLV in the List. REQ24211 The CM MUST be capable of processing a Downstream Channel List that contains up to 16 sub-TLVs.

[bookmark: REQ7Q2ENI_0]This configuration setting may appear multiple times. REQ24212 If this configuration setting appears multiple times, all sub-TLVs MUST be considered by the CM to be part of a single Downstream Channel List in the order in which they appear in the configuration file. In other words, the sub-TLVs from the first instance of this configuration setting would comprise the first entries in the ordered series; the second instance would comprise the next entries, etc.

[bookmark: API_ID214395]Single Downstream Channel

[bookmark: REQFDGMV1_0]REQ24213 Upon reaching this sub-TLV in the Downstream Channel List, the CM MUST attempt to acquire a downstream signal on the specified Frequency for a period of time specified by the Single Downstream Channel Timeout. REQ27611 If the channel is determined to be unsuitable for a Primary Downstream Channel by the CM, the CM MAY move on to the next sub-TLV in the Downstream Channel List without waiting for the Timeout to expire.

REQ24214 The CM MUST be capable of processing a Downstream Channel List that contains multiple Single Downstream Frequency TLVs.

		Type

		Length

		Value



		41.1

		6 or 10 or 13

		 





[bookmark: API_ID214399]Single Downstream Channel Timeout

[bookmark: REQ7Q2ERL_0]Timeout is specified in seconds (unsigned). A value of 0 for Timeout means no time out, i.e., the CM attempts to acquire a signal on the specified Frequency, and if unsuccessful moves immediately to the next sub-TLV in the Downstream Channel List. This is an optional parameter in a Single Downstream Channel TLV. REQ24215 If the Single Downstream Channel Timeout is omitted, the CM MUST use a default time out of 0.

		Type

		Length

		Value



		41.1.1

		2

		Timeout





[bookmark: API_ID214402]Single Downstream Channel Frequency

REQ24216 Single Downstream Channel Frequency is a required parameter in each Single Downstream Channel TLV, the CM MUST ignore any Single Downstream Channel TLV which lacks this parameter. For SC-QAM, the DSFrequency must be a multiple of 62500 Hz. For SC-QAM channels, the frequency in this TLV is the center frequency of the SC-QAM channel, and for OFDM channels, the frequency in this TLV is the center frequency of the lowest sub carrier of the 6 MHz encompassed spectrum containing the PHY Link Channel (PLC) at its center.

		Type

		Length

		Value



		41.1.2

		4

		DSFrequency





[bookmark: API_ID214405]Single Downstream Channel Type

The Single Downstream Channel Type provides the channel type (SC-QAM or OFDM) of the DS frequency defined in the Single Downstream Channel Frequency TLV.

This is an optional parameter in a Single Downstream Channel TLV. If the Single Downstream Channel Type is omitted, the CM scans for both channel types.

		Type

		Length

		Value



		41.1.3

		1

		0 – OFDM

1 – SC-QAM

2 – 255 Reserved





[bookmark: API_ID214407]Downstream Frequency Range

[bookmark: REQ7Q2EUO_0][bookmark: REQFDGO41_0]REQ24217 Upon reaching this sub-TLV in the Downstream Channel List, the CM MUST begin scanning with DSFrequencyStart and progress in steps as indicated by DSFrequencyStepSize until reaching DSFrequencyEnd, for the channel type, if specified in the Downstream Frequency Range Channel Type TLV, and then repeat for a period of time specified by the Downstream Frequency Range Timeout. REQ24218 If the value of Timeout is less than the time necessary for the CM to complete one full scan of all channels in the Downstream Frequency Range, the CM MUST complete one full scan and then move on to the next sub-TLV in the Downstream Channel List. REQ27612 If a signal has been acquired on all available channels between DSFrequencyStart and DSFrequencyEnd (inclusive), and all channels have been determined to be unsuitable for a Primary Downstream Channel by the CM, the CM MAY move on to the next sub-TLV in the Downstream Channel List without waiting for the Timeout to expire. 

REQ24219 The CM MUST be capable of processing a Downstream Channel List that contains multiple Downstream Frequency Range TLVs.

		Type

		Length

		Value



		41.2

		18 or 22 or 25

		





[bookmark: API_ID214412]Downstream Frequency Range Timeout

[bookmark: REQ7Q2EXQ_0]Timeout is specified in seconds (unsigned). A value of 0 for Timeout means no time out, i.e., the CM attempts to acquire a signal once on each frequency within the defined range, and if unsuccessful moves immediately to the next sub-TLV in the Downstream Channel List. This is an optional parameter in a Downstream Frequency Range TLV. REQ24220 If the Downstream Frequency Range Timeout is omitted, the CM MUST use a default for Timeout of 0.

		Type

		Length

		Value



		41.2.1

		2

		Timeout





[bookmark: API_ID214415]Downstream Frequency Range Start

REQ24221 Downstream Frequency Range Start is a required parameter in each Downstream Frequency Range TLV; the CM MUST ignore any Downstream Frequency Range TLV which lacks this parameter. Downstream Frequency Range Start must be a multiple of 62500 Hz for SC-QAM channels. The value in this TLV has to be less than 'Downstream Frequency Range End' TLV.

		Type

		Length

		Value



		41.2.2

		4

		DSFrequencyStart





[bookmark: API_ID214418]Downstream Frequency Range End

REQ24222 Downstream Frequency Range End is a required parameter in each Downstream Frequency Range TLV; the CM MUST ignore any Downstream Frequency Range TLV which lacks this parameter. Downstream Frequency Range End must be a multiple of 62500 Hz for SC-QAM channels. The value in this TLV has to be greater than 'Downstream Frequency Range Start' TLV.

		Type

		Length

		Value



		41.2.3

		4

		DSFrequencyEnd





[bookmark: API_ID214421]Downstream Frequency Range Step Size

[bookmark: REQ7Q2F1U_0]REQ24223 Downstream Frequency Range Step Size is a required parameter in each Downstream Frequency Range TLV; the CM MUST ignore any Downstream Frequency Range TLV which lacks this parameter. REQ24224 Downstream Frequency Range Step Size specifies the increments in Hz by which the CM MUST scan through the Downstream Frequency Range.

[bookmark: REQFDGOU1_0]REQ24225 For SC-QAM Downstream channels, the CM MUST support a minimum Frequency Step Size of 6000000 Hz in Annex B [ITU-T J.83B] plant and 8000000 Hz in Annex A [ITU-T J.83A] plant. REQ27613 The CM MAY support Downstream Frequency Step Sizes less than 6000000 Hz for an SC-QAM channel.

REQ24226 The CM MUST support a minimum Downstream Frequency Step Size of 1000000 Hz for an OFDM channel.

		Type

		Length

		Value



		41.2.4

		4

		DSFrequencyStepSize





[bookmark: API_ID214427]Downstream Frequency Range Channel Type

The Downstream Frequency Range Channel Type provides the channel type (SC-QAM or OFDM) of the DS frequencies defined in the Downstream Frequency Range TLV.

This is an optional parameter in the Downstream Frequency Range Channel TLV. If the Downstream Frequency Range Channel Type is omitted, the CM scans for both channel types. 

		Type

		Length

		Value



		41.2.5

		1

		0 – OFDM

1 – SC-QAM

2 – 255 Reserved





[bookmark: API_ID214429]Default Scanning

REQ24227 Upon reaching this sub-TLV in the Downstream Channel List, the CM MUST begin scanning according to its default scanning algorithm (which may be vendor dependent), and repeat for a period of time specified by Timeout. When the CM acquires a valid Primary Downstream Channel during default scanning, the CM completes initial ranging and DHCP, and receives a new configuration file via TFTP. If the configuration file does not contain TLV 41, the CM continues with registration. If the configuration file contains TLV 41 and the current downstream channel is not explicitly listed in the Downstream Channel List, the CM restarts scanning according to the Downstream Channel List contained in the configuration file.

[bookmark: REQ7Q2F5Y_0]Timeout is specified in seconds (unsigned). REQ24228 If the value of Timeout is less than the time necessary for the CM to complete one full scan of all channels in the default scanning algorithm, the CM MUST complete one full scan and move on to the next sub-TLV in the Downstream Channel List. A value of 0 for Timeout means no time out, i.e., the CM scans all available frequencies once, then moves to the next sub-TLV in the Downstream Channel List.

REQ24229 The CM MUST be capable of processing a Downstream Channel List that contains multiple Default Scanning TLVs.

		Type

		Length

		Value



		41.3

		2

		Timeout





[bookmark: API_ID214435]Examples Illustrating Usage of the Downstream Channel List

Assume that a modem has been provisioned to receive a configuration file with a Downstream Channel List consisting of several single SC-QAM downstream channel (TLV 41.1) entries with channel type set to 1, a downstream frequency range (TLV 41.2) entry, a default scanning (TLV 41.3) entry, and no timeout entries.

When the CM first boots up, it locks onto the first Primary Downstream Channel it can find and goes through initial ranging. After completing the ranging process, the CM downloads the configuration file with the Downstream Channel List. The CM then checks its current Primary Downstream Channel frequency against the frequencies explicitly listed in the single downstream channel (TLV 41.1) entries and the downstream frequency range entry (TLV 41.2) of the Downstream Channel List, ignoring the default scan (TLV 41.3) entry at this point. If the current Primary Downstream Channel is not explicitly in the single downstream channel entries in the list or within the downstream frequency range entry in the list, the CM moves to the first sub-TLV in the TLV 41 list and attempts to lock onto that channel. If the CM is able to lock onto that frequency and the channel is a suitable Primary Downstream Channel, it again tries to range and download a configuration file. Assuming that the CM receives the same configuration file, the CM would then proceed with registration.

If the CM is not able to lock on the first sub-TLV in the Downstream Channel List, or the channel is unsuitable for a Primary Downstream Channel, it moves onto the next entry in the list and so on. If the CM reaches the downstream frequency range TLV, it will begin scanning at the downstream frequency range start, updating the frequency by the downstream frequency step size, and ending at the downstream frequency range end. If the CM finds a valid Primary Downstream Channel within the downstream frequency range, the CM ranges and downloads a configuration file. Assuming that the configuration file has not changed, the CM continues with registration on that channel.

However, if the CM reaches the default scanning sub-TLV without successfully registering, the CM starts its "default scan" process. If during the course of its default scan, the CM finds a Primary Downstream Channel that it can lock onto, is able to complete ranging, and is able to download a configuration file, it will do so. However, at that point, the CM once again checks that the current Primary Downstream Channel is explicitly listed in the Downstream Channel List and acts accordingly.

As a second example, assume that a modem has been provisioned to receive a configuration file with a Downstream Channel List consisting of two instances of the downstream frequency range (TLV 41.2), the first entry with channel type set to 0 (OFDM) and the second entry with channel type set to 1 (SC-QAM), and no timeout entries. The CM in this case will scan through the first frequency range for OFDM channels and if no suitable Primary Downstream channel is found, then the CM will scan through the second frequency range for the SC-QAM channel.

As another, less likely example, assume that a CM has been provisioned to receive a configuration file with a Downstream Channel List containing only a default scanning (TLV 41.3) entry. When the CM first boots up, it locks onto the first Primary Downstream Channel it can find and goes through initial ranging. After completing the ranging process, the CM downloads the configuration file with the Downstream Channel List. Since the default scanning is the only parameter in the Downstream Channel List, the current Primary Downstream Channel frequency on which the CM locked is not explicitly included so the CM continues to scan according to its algorithm. The CM will not register on a channel until it receives a configuration file with a downstream frequency explicitly listed in the Downstream Channel List or a configuration file with no Downstream Channel List.

[bookmark: API_ID214437]Static Multicast MAC Address

[bookmark: REQ7Q2F70_0]The Static Multicast MAC Address TLV configures static multicast MAC addresses for multicast forwarding; the CM behavior based on this TLV is dependent on whether the CM has Multicast DSID Forwarding enabled (as indicated in the modem capabilities encoding of the REG-RSP or REG-RSP-MP). This object may be repeated to configure any number of static multicast MAC addresses. REQ24230 The CM MUST support a minimum of 16 Static Multicast MAC addresses.

[bookmark: REQ7Q2F81_0][bookmark: REQ7Q2FA2_0]If Multicast DSID Forwarding is enabled, the Static Multicast MAC Address TLV informs the CMTS of multicast MAC addresses that need to be labeled with a DSID and communicated to the CM in the REG-RSP or REG-RSP-MP message. REQ24231 The CM MUST NOT forward traffic based on the static multicast MAC address(es) in these encodings when Multicast DSID Forwarding is enabled. When flagged by the Extended CMTS MIC Bitmap, the CM passes this object to the CMTS in REG-REQ or REG-REQ-MP without performing any action. If this TLV is not flagged by the Extended CMTS MIC Bitmap, it will not be forwarded by the CM in the Registration Request, and so will have no effect. REQ24232 The CMTS MUST communicate in its REG-RSP or REG-RSP-MP one or more DSIDs for multicast sessions identified by the Static Multicast MAC Address TLV to be forwarded by that CM in this case.

When Multicast DSID Forwarding is disabled, the CM ignores this TLV and does not forward traffic based on the static multicast MAC addresses in this encoding.

When an operator desires to encrypt IP multicast sessions that map to Static Multicast MAC Address TLV, the operator must also include Static Multicast Session Encodings in the CM config file. This is because the CMTS controls the encryption based on multicast IP addresses and not based on MAC addresses.

		Type

		Length

		Value



		42

		6

		Static Multicast MAC Address





[bookmark: API_ID214445]Downstream Unencrypted Traffic (DUT) Filtering Encoding

[bookmark: REQ7Q2FB4_0]This parameter enables the CM to perform Downstream Unencrypted Traffic filtering as described in the DOCSIS Layer 2 Virtual Private Network specification [DOCSIS L2VPN]. REQ24234 If the CM does not support the DUT Filtering Capability, it MUST ignore the DUT Filtering Encoding TLV.

		Type

		Length

		Value



		45

		Length/value tuples are specified in [DOCSIS L2VPN]

		 





[bookmark: API_ID214448]Channel Assignment Configuration Settings

This field is used to convey an assigned Transmit Channel Set and/or Receive Channel Set to be used by a CM via a config file setting which is transmitted to the CMTS in a Registration Request message. It includes two sub-TLVs, one each for transmit and receive channels respectively. There can be multiple instances of each sub-TLV in a single Channel Assignment Configuration Settings encoding, one for each transmit and/or receive channel being assigned to the CM. The list of upstream and/or downstream channels assigned represents the complete list of channels to be assigned to that modem, overriding any other channel assignments that the CMTS might have chosen to make.

REQ24235 If a CMTS receives this field, it MUST either assign only the complete list of non-FDX assigned transmit and/or receive channels, or reject the registration attempt if it is unable to provide all of the assigned channels. SP_MULPIv3_1-REQ7551 The CMTS MUST NOT include FDX channels in Transmit Channel Assignment TLVs or the Receive Channel Assignment TLVs in the Registration Response message. The CMTS assigns FDX channels in the Channel Assignment TLVs in DBC transactions as part of the FDX initialization process. 

		Type

		Length

		Value



		56

		N

		 





[bookmark: API_ID214451]Transmit Channel Assignment Configuration Setting

The US Channel ID to be included in the Transmit Channel Set.

		Type

		Length

		Value



		56.1

		1

		Upstream Channel ID





[bookmark: API_ID214453]Receive Channel Assignment Configuration Setting

The DS Channel Frequency to be included in the Receive Channel Set. For SC-QAM channels, the frequency in this TLV is the center frequency of the SC-QAM channel. For OFDM channels, the frequency in this TLV is the center frequency of the lowest subcarrier of the 6 MHz encompassed spectrum containing the PHY Link Channel (PLC) at its center.

		Type

		Length

		Value



		56.2

		4

		Rx Frequency





[bookmark: API_ID214455]Upstream Drop Classifier Group ID

[bookmark: REQFF9191_0]The value of this field specifies the list of Upstream Drop Classifier Group IDs [DOCSIS OSSIv3.0]. The CMTS uses these Group IDs to instantiate UDCs in the registration response message. REQ27695 The CMTS SHOULD ignore an Upstream Drop Classifier Group ID with a value of zero in the registration request message.

		Type

		Length

		Value



		62

		n

		1-255





[bookmark: API_ID214458]CMTS Static Multicast Session Encoding

The CMTS Static Multicast Session is used by the operator to provide the CMTS with the static ASM or SSM multicast sessions and associated CMIM to which the CM should be configured to forward multicast traffic. To configure static ASM sessions, the CMTS Static Multicast Session Encoding contains the Static Multicast Group Encoding and the Static Multicast CMIM Encoding. To configure static SSM sessions, the CMTS Static Multicast Session Encoding contains the Static Multicast Group Encoding, the Static Multicast Source Encoding, and the Static Multicast CMIM Encoding. When flagged by the Extended CMTS MIC Bitmap, the CM passes this object to the CMTS in REG-REQ or REG-REQ-MP without performing any action. If this TLV is not flagged by the Extended CMTS MIC Bitmap, it will not be forwarded by the CM in the Registration Request, and so will have no effect.

As described in the Static Multicast Session Encodings subsection of Section 9, the CMTS is required to communicate a DSID and associated encodings to the CM in a Registration Response message in response to CMTS Static Multicast Session Encodings present in the Registration Request.

This object may be repeated to configure any number of multicast sessions and associated CMIMs.

		Type

		Length

		Value



		64

		N

		 





[bookmark: API_ID214460]Static Multicast Group Encoding

The Static Multicast Group Encoding provides the CMTS with the group address for a multicast session to which the CM will be statically joined. A valid CMTS Static Multicast Session encoding contains exactly one instance of this sub-TLV.

		Subtype

		Length

		Value



		64.1

		4 (IPv4) or
16 (IPv6)

		Multicast group address





[bookmark: API_ID214462]Static Multicast Source Encoding

The Static Multicast Source Encoding provides the CMTS with a source address for a source-specific multicast session to which the CM will be statically joined. A valid CMTS Static Multicast Session encoding may contain multiple instances of this sub-TLV.

		Subtype

		Length

		Value



		64.2

		4 (IPv4) or
16 (IPv6)

		Source IP Address





[bookmark: API_ID214464]Static Multicast CMIM Encoding

The Static Multicast CMIM Encoding provides the CMTS with the CMIM associated with the static multicast session that needs to be communicated to the CM. Each bit of CM interface mask corresponds to a logical or physical interface. Refer to Section C.1.5.4.4.2. Multicast CM Interface Mask for details on what interface each bit represents.

A valid CMTS Static Multicast Session encoding contains exactly one instance of this sub-TLV.

		Subtype

		Length

		Value



		64.3

		N

		Static Multicast CMIM





[bookmark: API_ID214466]Upstream Aggregate Service Flow Encodings

This field defines the parameters associated with the Upstream Aggregate Service Flow. Refer to Section C.2.2.3.

		Type

		Length

		Value



		70

		N

		 





[bookmark: API_ID214468]Downstream Aggregate Service Flow Encodings

This field defines the parameters associated with the Downstream Aggregate Service Flow. Refer to C.2.2.4.

		Type

		Length

		Value



		71

		N

		 





[bookmark: API_ID214470]Energy Management Parameter Encoding

[bookmark: REQ7Q2FD6_0]This encoding identifies a set of parameters to control Energy Management features on the CM and CMTS. REQ24236 The CM MUST send this TLV in the Registration Request message.

		Type

		Length

		Value



		74

		N

		Energy Management Parameter subtype encodings





[bookmark: API_ID214473]Energy Management Feature Control

This parameter administratively enables or disables energy savings features for this cable modem. Each bit represents a single feature. 

		Type

		Length

		Value



		74.1

		4

		Bitmask to control Energy Management features. The feature is administratively enabled when the bit is set to 1, and administratively disabled when the bit is set to 0.

Bit 0: Energy Management 1x1 Feature 

Bit 1: Energy Management DOCSIS Light Sleep Feature

Bit 2-31: Reserved





If this parameter is not included, the default value is that the features are disabled. The CM enables use of Energy Management Features only if both the Energy Management Feature Control TLV and Energy Management Modem Capability Response from the CMTS (see Section C.1.3.1.43) indicate that the feature is enabled.

[bookmark: API_ID214475]Energy Management 1x1 Mode Encodings

This TLV encodes parameters needed to control the operation of the Energy Management 1x1 Feature.

		Type

		Length

		Value



		74.2

		N

		Energy Management 1x1 Mode encoding parameters





[bookmark: API_ID214477]Energy Management DOCSIS Light Sleep Mode Encodings

This TLV encodes parameters needed to control the operation of the Energy Management DOCSIS Light Sleep Feature.

		Type

		Length

		Value



		74.4

		N

		Energy Management DOCSIS Light Sleep Mode encoding parameters





[bookmark: API_ID214479]General Energy Management Mode Encodings

[bookmark: API_ID241746]Downstream Activity Detection Parameters

This TLV encodes parameters needed to control Downstream Activity Detection for triggering entry into or exit from Energy Management Modes.

		Type

		Length

		Value



		74.[2/4].1

		N

		Downstream Activity Detection parameters





[bookmark: API_ID241762]Downstream Entry Bitrate Threshold

If not provided, the default value of this parameter is vendor-specific.
If this value is provided and set to zero, Activity Detection is disabled and the remaining Activity Detection Parameters are ignored.

		Type

		Length

		Value



		74.[2/4].1.1

		4

		Downstream bitrate threshold (in bps) below which the CM will request to enter an Energy Management Mode of operation





[bookmark: API_ID241763]Downstream Entry Time Threshold

The default value of this parameter is vendor-specific.

		Type

		Length

		Value



		74.[2/4].1.2

		2

		Number of consecutive seconds that the downstream data rate needs to remain below the Downstream Entry Bitrate Threshold in order to determine that a transition to an Energy Management Mode is required. Valid range: 1 - 65535.





[bookmark: API_ID241766]Downstream Exit Bitrate Threshold

If not provided, the default value of this parameter is vendor-specific.

		Type

		Length

		Value



		74.[2/4].1.3

		4

		Downstream bitrate threshold (in bps) above which the CM will request to leave an Energy Management Mode of operation





[bookmark: API_ID241767]Downstream Exit Time Threshold

The default value of this parameter is vendor-specific.

		Type

		Length

		Value



		74.[2/4].1.4

		2

		Number of consecutive seconds that the downstream data rate needs to remain above the Downstream Exit Bitrate Threshold in order to determine that a transition out of an Energy Management Mode is required. Valid range: 1 - 65535.





[bookmark: API_ID241777]Upstream Activity Detection Parameters

This TLV encodes parameters needed to control Upstream Activity Detection for triggering entry into or exit from Energy Management 1x1 Mode.

		Type

		Length

		Value



		74.[2/4].2

		N

		Upstream Activity Detection parameters





[bookmark: API_ID241833]Upstream Entry Bitrate Threshold

If not provided, the default value of this parameter is vendor-specific.

If this value is provided and set to zero, Activity Detection is disabled and the remaining Activity Detection Parameters are ignored.

		Type

		Length

		Value



		74.[2/4].2.1

		4

		Upstream Bitrate Threshold (in bps) below which the CM will request to enter an Energy Management Mode of operation





[bookmark: API_ID241834]Upstream Entry Time Threshold

The default value of this parameter is vendor-specific.

		Type

		Length

		Value



		74.[2/4].2.2

		2

		Number of consecutive seconds that the upstream data rate needs to remain below the Upstream Entry Bitrate Threshold in order to determine that a transition to an Energy Management Mode is required. Valid range: 1 - 65535.





[bookmark: API_ID241835]Upstream Exit Bitrate Threshold

If not provided, the default value of this parameter is vendor-specific.

		Type

		Length

		Value



		74.[2/4].2.3

		4

		Upstream bitrate threshold (in bps) above which the CM will request to leave an Energy Management Mode of operation





[bookmark: API_ID241836]Upstream Exit Time Threshold

The default value of this parameter is vendor-specific.

		Type

		Length

		Value



		74.[2/4].2.4

		2

		Number of consecutive seconds that the upstream data rate needs to remain above the Upstream Exit Bitrate Threshold in order to determine that a transition out of an Energy Management Mode is required. Valid range: 1 - 65535.





[bookmark: API_ID214484]Energy Management Cycle Period

This parameter specifies a minimum time period that must elapse between EM-REQ transactions in certain situations:

1.	This parameter sets the minimum cycle time that a modem will use for sending requests to enter an Energy Management Mode. REQ24237 The CM MUST NOT request to enter an Energy Management Mode while this amount of time has yet to elapse since the last time the CM requested an Energy Management Mode and received a response indicating (0) OK or (1) Reject Temporary (with no Hold-off Timer value provided). 

2.	In the case that the CM fails to receive an EM-RSP message after the maximum number of retries, this parameter sets the minimum amount of time to elapse before the CM can attempt another EM-REQ transaction.

This TLV does not affect the EM-REQ message state machine and backoff/retry process. This timer begins upon completion of the EM-REQ message transmission and backoff/retry process.

REQ24238 If this TLV is not provided, the CM MUST use a default value of 900 seconds.

		Type

		Length

		Value



		74.3

		2

		Minimum time (in seconds) between EM-REQ transactions in certain situations.





[bookmark: API_ID214489]DTP Mode Configuration

[bookmark: REQPQ59N1_0]The DTP Mode Configuration TLV defines CM configuration file encoding which specifies the provisioned DTP Mode for a CM. The configuration file can specify one of two modes: Slave Mode or Master Mode. This TLV can be present in CM Configuration file and in Registration Request message. REQ31427 If this TLV is present in a CM configuration file, the CM MUST include it in the Registration Request message. REQ31428 The CMTS MUST NOT send TLV 83 in Registration Response. The CMTS uses the information received in this TLV to set the CM's DTP Mode via TLV 5.57.

If this TLV is not present in the CM Configuration file, the CMTS decides CM's DTP Mode based on other criteria.

		Type

		Length

		Value



		83

		1

		0 = reserved

1 = DTP Slave Mode

2 = DTP Master Mode

3-255: Reserved





[bookmark: API_ID214494][bookmark: _Toc531185632]Configuration-File-Specific Settings

The TLVs in the following subsections are not intended to be forwarded by the CM to the CMTS in the Registration Request message. As such, they are not expected to be included in the E-MIC Bitmap.

[bookmark: API_ID214496]End-of-Data Marker

This is a special marker for end of data. It has no length or value fields.

		Type



		255





[bookmark: API_ID214498]Pad Configuration Setting

This has no length or value fields and is only used following the end of data marker to pad the file to an integral number of 32-bit words.

		Type



		0





[bookmark: API_ID214500]Software Upgrade Filename

This is the file name of the software upgrade file for the CM. The file name is a fully qualified directory-path name. The file is expected to reside on a TFTP server identified in a configuration setting option defined in Annex D.1.2. See also the subsection Downloading Cable Modem Operating Software in Section 12.

		Type

		Length

		Value



		9

		N

		filename





[bookmark: API_ID214502]SNMP Write-Access Control

This object makes it possible to disable SNMP "Set" access to individual MIB objects. Each instance of this object controls access to all of the writeable MIB objects whose Object ID (OID) prefix matches. This object may be repeated to disable access to any number of MIB objects.

		Type

		Length

		Value



		10

		N

		OID prefix plus control flag





Where N is the size of the ASN.1 Basic Encoding Rules [ISO/IEC 8825-1] encoding of the OID prefix plus one byte for the control flag.

The control flag may take values:

0 - allow write-access
1 - disallow write-access

Any OID prefix may be used. The Null OID 0.0 may be used to control access to all MIB objects. (The OID 1.3.6.1 will have the same effect.)

When multiple instances of this object are present and overlap, the longest (most specific) prefix has precedence. Thus, one example might be:

someTable: disallow write-access
someTable.1.3: allow write-access

This example disallows access to all objects in someTable except for someTable.1.3.

Enhanced access control for cable modem MIB objects is provided by the SNMPv3 Access View Configuration encoding (see Annex C.1.2.14), therefore this object is deprecated. REQ27614 If the configuration file does not contain one or more SNMPv3 Access View Configuration encodings, the CM MAY silently ignore SNMP Write-Access Control encodings. REQ24239 If the configuration file contains one or more SNMPv3 Access View Configuration encodings, the CM MUST silently ignore SNMP Write-Access Control encodings.

[bookmark: API_ID214506]SNMP MIB Object

This object allows arbitrary SNMP MIB objects to be Set via the TFTP-Registration process.

		Type

		Length

		Value



		11

		N

		variable binding





The value is an SNMP VarBind as defined in [RFC 1157]. The VarBind is encoded in ASN.1 Basic Encoding Rules, just as it would be if part of an SNMP Set request.

REQ24240 The cable modem MUST treat this object as if it were part of an SNMP Set Request with the following caveats:

REQ24240.1 The request is treated as fully authorized (it cannot refuse the request for lack of privilege).

REQ24240.2 SNMP Write-Control provisions (see Annex C.1.2.4) do not apply.

REQ24240.3 No SNMP response is generated by the CM.

[bookmark: REQ7Q2FJB_0]This object may be repeated with different VarBinds to "Set" a number of MIB objects. REQ24241 All such Sets MUST be treated by the CM as if simultaneous.

Each VarBind must be limited to 255 bytes.

[bookmark: API_ID214515]CPE Ethernet MAC Address

This object configures the CM with the Ethernet MAC address of a CPE device (see the subsection MAC Address Acquisition in Section 9). This object may be repeated to configure any number of CPE device addresses.

		Type

		Length

		Value



		14

		6

		Ethernet MAC Address of CPE





[bookmark: API_ID214517]Software Upgrade IPv4 TFTP Server

The IPv4 address of the TFTP server on which the software upgrade file for the CM resides (see the Downloading Cable Modem Operating Software chapter in Section 12 and Annex C.1.2.3.

		Type

		Length

		Value



		21

		4

		TFTP Server's IPv4 Address





[bookmark: API_ID214519]Software Upgrade IPv6 TFTP Server

The IPv6 address of the TFTP server on which the software upgrade file for the CM resides. (See Section 13.1 and Annex C.1.2.3.

		Type

		Length

		Value



		58

		16

		TFTP Server's IPv6 Address





[bookmark: API_ID214521]SnmpV3 Kickstart Value

REQ24242 CMs MUST understand the following TLV and its sub-elements and be able to kickstart SNMPv3 access to the CM regardless of the operating mode of the CMs.

		Type

		Length

		Value



		34

		n

		Composite





Up to 5 of these objects may be included in the configuration file. Each results in an additional row being added to the usmDHKickstartTable and the usmUserTable and results in an agent public number being generated for those rows.

[bookmark: API_ID235324]SnmpV3 Kickstart Security Name

		Type

		Length

		Value



		34.1

		2-16

		UTF8 Encoded security name





For the ASCII character set, the UTF8 and the ASCII encodings are identical. Normally, this will be specified as one of the DOCSIS built-in USM users, e.g., "docsisManager," "docsisOperator," "docsisMonitor," "docsisUser." The security name is NOT zero terminated. This is reported in the usmDHKickStartTable as usmDHKickStartSecurityName and in the usmUserTable as usmUserName and usmUserSecurityName.

[bookmark: API_ID235326]SnmpV3 Kickstart Manager Public Number 

		Type

		Length

		Value



		34.2

		N

		Manager's Diffie-Helman public number expressed as an octet string.





This number is the Diffie-Helman public number derived from a privately (by the manager or operator) generated random number and transformed according to [RFC 2786]. This is reported in the usmDHKickStartTable as usmKickstartMgrPublic. When combined with the object reported in the same row as usmKickstartMyPublic it can be used to derive the keys in the related row in the usmUserTable.

[bookmark: API_ID214525]Manufacturer Code Verification Certificate

The Manufacturer Code Verification Certificate (M-CVC) issued from the legacy PKI for Secure Software Download specified by [DOCSIS SECv3.1]. The M-CVC is used to enable the 3.1-compliant CM to download a code file from the TFTP server whether or not the CM is provisioned to run with BPI+. See [DOCSIS SECv3.1] for details.

		Type 

		Length 

		Value



		32

		n

		Manufacturer CVC (DER-encoded ASN.1) from the legacy PKI





If the length of the M-CVC exceeds 254 bytes, the M-CVC is fragmented into two or more successive Type 32 elements. Each fragment, except the last, must be 254 bytes in length. REQ24244 The CM MUST reconstruct the M-CVC by concatenating the contents (Value of the TLV) of successive Type 32 elements in the order in which they appear in the config file. For example, the first byte following the length field of the second Type 32 element is treated as if it immediately follows the last byte of the first Type 32 element.

[bookmark: API_ID214529]Co-signer Code Verification Certificate

The Co-signer Code Verification Certificate (C-CVC) issued from the legacy PKI for Secure Software Download specified [DOCSIS SECv3.1]. The C-CVC is used to enable the 3.1-compliant CM to download a code file from the TFTP server whether or not the CM is provisioned to run with BPI+. See [DOCSIS SECv3.1] for details.

		Type

		Length 

		Value



		33

		n

		Co-signer CVC (DER-encoded ASN.1) from the legacy PKI





If the length of the C-CVC exceeds 254 bytes, the C-CVC is fragmented into two or more successive Type 33 elements. Each fragment, except the last, must be 254 bytes in length. REQ24246 The CM MUST reconstruct the C-CVC by concatenating the contents (Value of the TLV) of successive Type 33 elements in the order in which they appear in the config file. For example, the first byte following the length field of the second Type 33 element is treated as if it immediately follows the last byte of the first Type 33 element.

[bookmark: API_ID214533]SNMPv3 Notification Receiver

This TLV specifies a Network Management Station that will receive notifications from the modem when it is in Coexistence mode. Up to 10 of these elements may be included in the configuration file. Please refer to [DOCSIS OSSIv3.0] for additional details of its usage.

		Type

		Length

		Value



		38

		N

		composite





[bookmark: API_ID214535]SNMPv3 Notification Receiver IPv4 Address

This sub-TLV specifies the IPv4 address of the notification receiver.

		Type

		Length

		Value



		38.1

		4

		IPv4 Address





[bookmark: API_ID214537]SNMPv3 Notification Receiver UDP Port Number

This sub-TLV specifies the UDP port number of the notification receiver. If this sub-TLV is not present, the default value of 162 should be used.

		Type

		Length

		Value



		38.2

		2

		UDP port number





[bookmark: API_ID275355]SNMPv3 Notification Receiver Trap Type

		Type

		Length

		Value



		38.3

		2

		trap type





This sub-TLV specifies the type of trap to send. The trap type may take values:

1 = SNMP v1 trap in an SNMP v1 packet
2 = SNMP v2c trap in an SNMP v2c packet
3 = SNMP inform in an SNMP v2c packet
4 = SNMP v2c trap in an SNMP v3 packet
5 = SNMP inform in an SNMP v3 packet

[bookmark: API_ID214540]SNMPv3 Notification Receiver Timeout

This sub-TLV specifies the timeout value to use when sending an Inform message to the notification receiver.

		Type

		Length

		Value



		38.4

		2

		time in milliseconds





[bookmark: API_ID214542]SNMPv3 Notification Receiver Retries

This sub-TLV specifies the number of times to retry sending an Inform message if an acknowledgement is not received.

		Type

		Length

		Value



		38.5

		2

		number of retries





[bookmark: API_ID214544]SNMPv3 Notification Receiver Filtering Parameters

[bookmark: REQ7Q2FPH_0]This sub-TLV specifies the ASN.1 formatted Object Identifier of the snmpTrapOID value that identifies the notifications to be sent to the notification receiver. SNMP v3 allows the specification of which Trap OIDs are to be sent to a trap receiver. This object specifies the OID of the root of a trap filter sub-tree. REQ24247 All Traps with a Trap OID contained in this trap filter sub-tree MUST be sent by the CM to the trap receiver. This object starts with the ASN.1 Universal type 6 (Object Identifier) byte, then the ASN.1 length field, then the ASN.1 encoded object identifier components.

		Type

		Length

		Value



		38.6

		N

		filter OID





[bookmark: API_ID214548]SNMPv3 Notification Receiver Security Name

This sub-TLV specifies the V3 Security Name to use when sending a V3 Notification. This sub-TLV is only used if Trap Type is set to 4 or 5. This name must be a name specified in a config file TLV Type 34 as part of the Diffie-Helman (DH) Kickstart procedure. The notifications will be sent using the Authentication and Privacy Keys calculated by the modem during the DH Kickstart procedure.

This sub-TLV is not required for Trap Type = 1, 2, or 3 above. If it is not supplied for a Trap type of 4 or 5, then the V3 Notification will be sent in the noAuthNoPriv security level using the security name "@config".

		Type

		Length

		Value



		38.7

		N

		security name





[bookmark: API_ID235328]SNMPv3 Notification Receiver IPv6 Address

This sub-TLV specifies the IPv6 address of the notification receiver. 

		Type

		Length

		Value



		38.8

		16

		IPv6 Address





[bookmark: API_ID214551]SNMPv1v2c Coexistence Configuration

[bookmark: REQ7Q2FQI_0]This object specifies the SNMPv1v2c Coexistence Access Control configuration of the CM. This object does not preclude using TLV-11 to configure directly SNMPv3 tables. REQ24248 The CM MUST support a minimum of 10 SNMPv1v2c Coexistence TLVs. This TLV creates entries in SNMPv3 tables as specified in [DOCSIS OSSIv3.0].

[bookmark: REQ7Q2FSK_0][bookmark: REQ7Q2FTL_0][bookmark: REQ7Q2FUM_0][bookmark: REQ7Q2FVN_0]REQ24249 If the configuration file contains SNMPv1v2 Coexistence Configuration encodings, the CM MUST reject the configuration file if the SNMPv1v2c Community Name and SNMPv1v2c Transport Address Access sub-TLVs are not present. REQ24250 The CM MUST support multiple instances of sub-TLV 53.2 SNMPv1v2c Transport Address Access. REQ24251 The CM MUST reject a config file if a TLV includes repeated sub-TLVs other than sub-TLV 53.2. REQ24252 The CM MUST reject the config file if a CM created entry in a SNMP table is rejected for syntax conflicts or reaches the limit in the number of entries the CM support for that table or the mapped SNMPv3 entry already exist. REQ24253 The CM MUST reject the config file if the TLV has an invalid length, or if any of the sub-TLVs have an invalid length or value. 

		Type

		Length

		Value



		53

		N

		Composite





NOTE: The number of entries a CM can support in SNMPv3 tables is independent of the number of TLVs the CM must support to be processed as SNMP tables entries.

[bookmark: API_ID214560]SNMPv1v2c Community Name

This sub-TLV specifies the Community Name (community string) used in SNMP requests to the CM. 

		Type

		Length

		Value



		53.1

		1..32

		Text





[bookmark: API_ID214562]SNMPv1v2c Transport Address Access

[bookmark: REQ7Q2FWO_0]This sub-TLV specifies the Transport Address and Transport Address Mask pair used by the CM to grant access to the SNMP entity querying the CM. REQ24254 The CM MUST reject a config file if a sub-TLV Transport Address Access has more than one sub-TLV 53.2.1 or 53.2.2. 

		Type

		Length

		Value



		53.2

		n

		Variable





[bookmark: API_ID214565]SNMPv1v2c Transport Address

This sub-TLV specifies the Transport Address to use in conjunction with the Transport Address Mask used by the CM to grant access to the SNMP entity querying the CM.

		Type

		Length

		Value



		53.2.1

		6 or 18

		Transport Address





NOTE: Length is 6 bytes for IPv4 and 18 bytes for IPv6. Two additional bytes are added to the IP address length for the port number. Refer to the section "SNMPv1v2c Coexistence Configuration config file TLV" in [DOCSIS OSSIv3.0] for details.

[bookmark: API_ID214567]SNMPv1v2c Transport Address Mask

This sub-TLV specifies the Transport Address Mask to use in conjunction with the Transport Address used by the CM to grant access to the SNMP entity querying the CM. This sub-TLV is optional.

		Type

		Length

		Value



		53.2.2

		6 or 18

		Transport Address Mask





NOTE: Length is 6 bytes for IPv4 and 18 bytes for IPv6. Two additional bytes are added to the IP address length for the port number. Refer to the section "SNMPv1v2c Coexistence Configuration config file TLV" in [DOCSIS OSSIv3.0] for details.

[bookmark: API_ID214569]SNMPv1v2c Access View Type

This sub-TLV specifies the type of access to grant to the community name of this TLV. Sub-TLV 53.3 is optional. If sub-TLV 53.3 is not present in TLV 53, the default value of the access type to grant to the community name specified in sub-TLV 53.1 is Read-only.

		Type

		Length

		Value



		53.3

		1

		1 Read-only 

2 Read-write





[bookmark: API_ID214571]SNMPv1v2c Access View Name

This sub-TLV specifies the name of the view that provides the access indicated in sub-TLV SNMPv1v2c Access View Type.

		Type

		Length

		Value



		53.4

		1.32

		String





[bookmark: API_ID214573]SNMPv3 Access View Configuration

This object specifies the SNMPv3 Simplified Access View configuration of the CM. This object does not preclude using TLV-11 to configure directly SNMPv3 tables. This TLV creates entries in SNMPv3 tables as specified in [DOCSIS OSSIv3.0].

[bookmark: REQ7Q2FZQ_0][bookmark: REQ7Q2G0R_0][bookmark: REQ7Q2G1S_0][bookmark: REQ7Q2G2T_0]REQ24255 The CM MUST reject the config file if the SNMPv3 Access View Configuration encoding is present but the SNMPv3 Access View Name sub-TLV is not present. REQ24256 The CM MUST support multiple TLVs with the same SNMPv3 Access View Name TLV. REQ24257 The CM MUST reject the config file if more than one sub-TLV is included in a TLV. REQ24258 The CM MUST reject the config file if a CM created entry in a SNMP table is rejected for Syntax conflicts or reaches the limit in the number of entries the CM support for that table or the mapped SNMPv3 entry already exist. REQ24259 The CM MUST reject the config file if the TLV has an invalid length, or if any of the sub-TLVs have an invalid length or value. 

		Type

		Length

		Value



		54

		N

		Composite





NOTE: The number of entries a CM can support in SNMPv3 tables is independent of the number of TLVs the CM must support to be processed as SNMP tables entries.

[bookmark: API_ID214580]SNMPv3 Access View Name 

This sub-TLV specifies the administrative name of the View defined by this TLV.

		Type

		Length

		Value



		54.1

		1..32

		Text





[bookmark: API_ID214582]SNMPv3 Access View Subtree

[bookmark: REQ7Q2G3U_0][bookmark: REQ7Q2G4V_0]This sub-TLV specifies an ASN.1 formatted object Identifier that represents the filter sub-tree included in the Access View TLV. REQ24260 The CM MUST accept only encoded values that start with the ASN.1 Universal type 6 (Object Identifier) byte, then the ASN.1 length field, then the ASN.1 encoded object identifier components. For example the sub-tree 1.3.6 is encoded as 0x06 0x02 0x2B 0x06. REQ24261 If this sub-TLV is not included in the TLV the CM MUST use as default the OID sub-tree 1.3.6.

		Type

		Length

		Value



		54.2

		N

		OID





REQ24262 The CM MUST assign default OID value 1.3.6 to SNMPv3 Access View Subtree if TLV 54 is present but sub-TLV 54.2 is not included.

[bookmark: API_ID214588]SNMPv3 Access View Mask

This sub-TLV specifies the bit mask to apply to the Access View Subtree of the Access View TLV

		Type

		Length

		Value



		54.3

		0..16

		Bits





REQ24263 The CM MUST assign a zero-length string to SNMPv3 Access View Mask TLV 54.3 if TLV 54 is present but this sub-TLV is not included.

[bookmark: API_ID214591]SNMPv3 Access View Type

This sub-TLV specifies the inclusion or exclusion of the sub-tree indicated by SNMPv3 Access View Subtree sub-TLV 54.2 in the SNMPv3 Access View Configuration TLV 54. The value 1 indicates the sub-tree of SNMPv3 Access View SubTree is included in the Access View. The value 2 indicates the sub-tree of SNMPv3 Access View Sub Tree is excluded from the Access View.

		Type

		Length

		Value



		54.4

		1

		1 included

2 excluded





REQ24264 The CM MUST assign the value included to SNMPv3 Access View Type sub-TLV 54.4 if TLV 54 is present but this sub-TLV is not included.

[bookmark: API_ID214594]SNMP CPE Access Control

[bookmark: REQ7Q2G90_0]REQ24265 If the value of this field is a 1, the CM MUST allow SNMP access from any CPE attached to it. REQ24266 If the value of this field is a 0, the CM MUST NOT allow SNMP Access from any CPE attached to it.

		Type

		Length

		Value



		55

		1

		0 Disable

1 Enable





REQ24267 The CM MUST disable SNMP access from CPEs connected to the cable modem unless this TLV is present in the config file with value equal to 1.

[bookmark: API_ID214598]Management Event Control Encoding

[bookmark: REQ7Q2GB2_0][bookmark: REQ7Q2GC3_0]This TLV specifies the mechanism to individually enable DOCSIS events. REQ24268 The CM MUST support one or more instances of TLV 66 in the config file. REQ24269 The CM MUST ignore TLV 66 instances containing the same EventID value in the config file.

		Type

		Length

		Value



		66

		4

		32-bit Event ID or 0 

See [DOCSIS OSSIv3.0]





[bookmark: API_ID214602]Default Upstream Target Buffer Configuration

[bookmark: REQFFA891_0][bookmark: REQFFA9V1_0]This TLV controls the default size of the upstream service flow buffer when specific Buffer Control parameters (see Section C.2.2.7.11) are not provided. REQ27696 When included in the configuration file and not overridden by the Buffer Control TLV, the CM SHOULD set the buffer size for each Best Effort and Non-Real-Time Polling Service Flow according to the following expression. REQ27697 When not included in the configuration file and not overridden by the Buffer Control TLV, the CM SHOULD set the buffer size for each Best Effort and Non-Real-Time Polling Service Flow according to the expression 

Buffer Size (bytes) = D * min(R,P) / 8000,

where:

D = Default Upstream Target Buffer Configuration (in milliseconds), with a vendor-specific default value of at least 50 milliseconds

R =Maximum Sustained Traffic Rate (see Section C.2.2.7.2) (in bits per second) for the Service Flow

P = Peak Traffic Rate (see Section C.2.2.7.10 (in bits per second) for the Service Flow

If the CM is not able to provide an upstream buffer size that matches the calculated value, it is expected to provide a buffer size as close as possible to that value. REQ24270 The CM MUST NOT reject a service flow as a result of being unable to provide a buffer size that matches the calculated value.

For purposes of calculating min(R,P) if either argument is not provided or is set to zero, the value infinity is used for that argument.

		Type

		Length

		Value



		68

		2

		D (in milliseconds) 





This parameter only applies to service flows for which all of the following are true:

1.	the upstream scheduling type is Best Effort or Non-Real-Time Polling,

2.	the QoS Parameter Set for the flow does not include the Buffer Control TLV (see Section C.2.2.7.11), and

3.	the QoS Parameter Set includes a non-zero Max Sustained Traffic Rate (see Section C.2.2.7.2) or a non-zero Peak Traffic Rate (see Section C.2.2.7.10) TLV.

The default value for D involves consideration of factors such as TCP implementation, TCP round-trip time (RTT), Maximum Sustained Traffic Rate, and Peak Traffic Rate.  A single TCP Reno connection will need buffering equal to the RTT in order to saturate the link.  However, TCP Reno is being phased out and being replaced by newer versions of TCP, such as TCP Cubic.  With TCP Cubic, buffering equal to 40% of the RTT is sufficient.  The minimum recommended value for D was obtained by assuming that the majority of upstream TCP connections would use TCP Cubic and would have an RTT of 125 ms or less. So, the minimum D is obtained by 0.40*125 ms = 50 ms.

[bookmark: API_ID214609]MAC Address Learning Control Encoding

This encoding in the CM configuration file allows the Operator to enable the CM to remove dynamically learned MAC addresses from the CMCI. The encoding has two sub-TLVs: the first sub-TLV is an enable/disable flag; and the second is a configurable holdoff timer value. The MAC Address Learning Holdoff Timer encoding sets the amount of time in seconds that a CM will wait before removing a MAC address associated with a CMCI port from the MAC Address table after that port transitions from 'UP' to 'DOWN' state. The timer is configurable with a range of 0 to 10 seconds with a default value of 2 seconds.

		Type

		Length

		Value



		69

		n

		 





[bookmark: API_ID214611]MAC Address Learning Control 

[bookmark: REQ7Q2GE5_0]This encoding enables or disables the CM MAC address removal capability as described in the subsection MAC Address Acquisition in Section 9. REQ24271 The default value of the MAC Address Learning Control TLV MUST be 'DoNotRemove(0)'.

		Type

		Length

		Value



		69.1

		1

		0 Do Not Remove

1 Remove





[bookmark: API_ID214614]MAC Address Learning Holdoff Timer 

The MAC Address Learning Holdoff Timer sets the amount of time that a CM will wait before removing a MAC address on a CMCI port after that port transitions from 'UP' to 'DOWN' whether through administratively setting the ifAdminState or due to loss of link on the port allowing it to learn new MAC addresses when the link is re-established. The timer is configurable with a range of 0 to 10 seconds with a default value of 2 seconds.

		Type

		Length

		Value



		69.2

		1

		0.. 10 Seconds





A zero value will disable the wait timer, and require the modem to remove MAC addresses immediately upon an event that would otherwise trigger the timer. Note that a value of 0 could have negative impacts in certain circumstances. For example, if a user has a loose Ethernet cable, it could cause a flood of CM-Status messages to the CMTS.

[bookmark: API_ID214616]Network Timing Profile 

This subtype specifies a Network Timing Profile configured on the DPoE System [DPoE-MULPIv2.0], which provides a match criteria for the Timing Profile Name. EToD [IEEE 1588-2008] provisioning parameters [DPoE-IPNEv2.0] are configured via a Network Timing Profile. The Network Timing Profile TLV is referenced from the L2VPN encoding via the Network Timing Profile Reference. The CPE interfaces (CMIM) to which the Network Timing Profile applies are the interfaces (CMIM) to which the L2VPN encoding applies. 

		Type

		Length

		Value



		73

		N

		 





[bookmark: API_ID214618]Network Timing Profile Reference

The Network Timing Profile Reference is used to associate a service (e.g., a L2VPN Service Flow) to a Network Timing Profile Name configured on the DPoE System. A valid Network Timing Profile subtype encoding contains one instance of this subtype.

		Type

		Length

		Value



		73.1

		2

		1-65536





[bookmark: API_ID214620]Network Timing Profile Name

This subtype contains an ASCII string that identifies a Network Timing Profile Name configured on the DPoE System. A valid Network Timing Profile subtype encoding contains one instance of this subtype.

		Type

		Length

		Value



		73.2

		2 to 16

		Zero-terminated string of ASCII characters.





[bookmark: API_ID214622]CM Upstream AQM Disable

This TLV provides a means of disabling upstream AQM in the CM. If this TLV is included with a value of "Disable", the CM disables AQM on all applicable upstream service flows. If this TLV is absent or included with a value of "Enable", the CM enables AQM on the applicable upstream service flows per the Upstream AQM Encodings (see Section C.2.2.7.15). This TLV is not negotiated with the CMTS, and as a result can be used to disable AQM in the CM when the CM is operating on a CMTS that does not support the Upstream AQM Encodings.

		Type

		Length

		Value



		76

		1

		0 = Enable AQM
1 = Disable AQM

2-255= Reserved





[bookmark: API_ID214624]Manufacturer CVC Chain 

The certificate chain from the new PKI that contains both the Manufacturer Code Verification Certificate and the certification authority (CA) certificate that issued the Manufacturer Code Verification Certificate for Secure Software Download specified by [DOCSIS SECv3.1] The Manufacturer CVC Chain TLV (M-CVC-C) is used to enable the 3.1-compliant CM to download the code file from the TFTP server whether or not the CM is provisioned to run with BPI+. See [DOCSIS SECv3.1] for details. 

		Type 

		Length 

		Value



		81

		N

		Manufacturer CVC Chain (degenerate PKCS7 signedData structure that contains the CVC and the CVC CA certificate chain from the new PKI in the certificates field)





If the length of the M-CVC-C exceeds 254 bytes, the M-CVC-C is fragmented into two or more successive Type 81 elements. Each fragment, except the last, is 254 bytes in length. The CM MUST reconstruct the M-CVC-C by concatenating the contents (Value of the TLV) of successive Type 81 elements in the order in which they appear in the config file. For example, the first byte following the length field of the second Type 81 element is treated as if it immediately follows the last byte of the first Type 81 element.

[bookmark: API_ID214626]Co-signer CVC Chain 

The certificate chain from the new PKI that contains both the Co-signer Code Verification Certificate and the certification authority (CA) certificate that issued the Co-signer Code Verification Certificate for Secure Software Download specified by [DOCSIS SECv3.1]. The Co-signer CVC Chain TLV (C-CVC-C) is used to enable the 3.1-compliant CM to download the code file from the TFTP server whether or not the CM is provisioned to run with BPI+. See [DOCSIS SECv3.1] for details.

		Type

		Length 

		Value



		82

		n

		Co-signer CVC Chain Certificate (degenerate PKCS7 signedData structure that contains the CVC and the CVC CA certificate chain from the new PKI in the certificates field)





If the length of the C-CVC-C exceeds 254 bytes, the C-CVC-C is fragmented into two or more successive Type 82 elements. Each fragment, except the last, is 254 bytes in length. The CM MUST reconstruct the C-CVC-C by concatenating the contents (Value of the TLV) of successive Type 82 elements in the order in which they appear in the config file. For example, the first byte following the length field of the second Type 82 element is treated as if it immediately follows the last byte of the first Type 82 element.

[bookmark: API_ID242671]Diplexer Band Edge

This field provides the diplexer upstream and downstream band edges to which the plant is configured. These configuration file TLVs are not forwarded to the CMTS. SP_MULPIv3_1-REQ7276 If the Diplexer Band Edge TLVs are included in the configuration file, the CM MUST use these TLVs to configure its diplexer settings. If present in the configuration file, the Diplexer Band Edge TLVs are used instead of the Upstream Frequency Range TLV or the Diplexer Band Edge TLVs in the MDD message. If the Diplexer Band Edge TLVs are not included in the configuration file, the CM configures its diplexer setting based on the values in the MDD message.

SP_MULPIv3_1-REQ7617 For the CM, the diplexer settings MUST NOT be persistent across a CM reboot or reset. SP_MULPIv3_1-REQ7618 If a CM downloads a config file that demands re-configuring the diplexer, the CM MAY reset itself with new diplexer settings as per downloaded config file and populate the CM initialization reason with the reason code RESET_DUE_TO_DIPLEXER_CHANGE. SP_MULPIv3_1-REQ7619 If the CM is reset with reason code RESET_DUE_TO_DIPLEXER_CHANGE, then the CM MUST ignore the MDD TLV-21 until the CM becomes operational.

		Type

		Length

		Value



		84

		9

		Diplexer Band Edges





[bookmark: API_ID242672] Diplexer Upstream Upper Band Edge

This field provides the diplexer upstream upper band edge to which the plant is configured. SP_MULPIv3_1-REQ7277 The CM MUST set its diplexer upstream upper band edge to the highest upstream frequency that it supports within the range reported in the Diplexer Upstream Upper Band Edge configuration file sub-TLV. SP_MULPIv3_1-REQ7278 If the supported CM diplexer upstream upper band edge frequencies are greater than the Diplexer Upstream Upper Band Edge reported in the Diplexer Upstream Upper Band Edge configuration file sub-TLV, the CM MUST set its diplexer upstream upper band edge to the lowest upstream frequency that it supports.

		Type

		Length

		Value



		84.1

		1

		0 = Upstream Frequency Range up to 42 MHz

1 = Upstream Frequency Range up to 65 MHz

2 = Upstream Frequency Range up to 85 MHz

3 = Upstream Frequency Range up to 117 MHz

4 = Upstream Frequency Range up to 204 MHz

5-255 = Reserved





[bookmark: API_ID242690]Diplexer Downstream Lower Band Edge

This field provides the diplexer downstream lower band edge to which the plant is configured. SP_MULPIv3_1-REQ7279 The CM MUST set its diplexer downstream lower band edge to the lowest downstream frequency that it supports within the range reported in the Diplexer Downstream Lower Band Edge configuration file sub-TLV. SP_MULPIv3_1-REQ7280 If the supported CM diplexer downstream lower band edge frequencies are less than the Diplexer Downstream Lower Band Edge reported in the Diplexer Downstream Lower Band Edge configuration file sub-TLV, the CM MUST set its diplexer downstream lower band edge to the highest downstream frequency that it supports.

		Type

		Length

		Value



		84.2

		1

		0 = Downstream Frequency Range starting from 108 MHz

1 = Downstream Frequency Range starting from 258 MHz

2-255 = Reserved





[bookmark: API_ID242704]Diplexer Downstream Upper Band Edge

This field provides the diplexer downstream band edge to which the plant is configured. SP_MULPIv3_1-REQ7281 The CM MUST set its diplexer downstream upper band edge to the highest downstream frequency that it supports within the range reported in the Diplexer Downstream Upper Band Edge configuration file sub-TLV. SP_MULPIv3_1-REQ7282 If the supported CM diplexer downstream upper band edge frequencies are greater than the Diplexer Downstream Upper Band Edge reported in the Diplexer Downstream Upper Band Edge configuration file sub-TLV, the CM MUST set its diplexer downstream upper band edge to the lowest downstream frequency that it supports.

		Type

		Length

		Value



		84.3

		1

		0 = Downstream Frequency Range up to 1218 MHz

1 = Downstream Frequency Range up to 1794 MHz

2 = Downstream Frequency Range up to 1002 MHz

3-255 = Reserved





[bookmark: API_ID214628][bookmark: _Toc531185633]Registration-Request/Response-Specific Encodings

These encodings are not found in the configuration file, but are included in the Registration Request , Registration Response and/or option 125 of the DHCP request as defined below. Some encodings are also used in the Registration Response.

[bookmark: API_ID214630]Modem Capabilities Encoding

The value field describes the capabilities of a particular modem, i.e., implementation dependent limits on the particular features or number of features which the modem can support. It is composed from a number of encapsulated type/length/value fields. The encapsulated sub-types define the specific capabilities for the modem in question.

NOTE: The sub-type fields defined are only valid within the encapsulated capabilities configuration setting string.

		Type

		Length

		Value



		5

		n

		 





The set of possible encapsulated fields is described below.

[bookmark: REQ7Q2GG7_0]REQ24272 The CM MUST include all these capabilities in both the Registration Request and option 125 of the DHCP request unless the description of the capability explicitly prohibits this (such as for capabilities that are not subject to negotiation). REQ24273 The CMTS MUST include Modem Capabilities in the Registration Response as indicated in the Registration Response Messages in Section 6.

[bookmark: API_ID214634]Concatenation Support

If the value field is a 1, the CM requests pre-3.0 DOCSIS concatenation support from the CMTS.

		Type

		Length

		Value



		5.1

		1

		1 or 0





REQ24274 If the value field in REG-RSP or REG-RSP-MP is 0, the CM MUST disable concatenation.

[bookmark: API_ID214637]DOCSIS Version

DOCSIS version of this modem.

		Type

		Length

		Value



		5.2

		1

		0: DOCSIS v1.0

1: DOCSIS v1.1

2: DOCSIS v2.0

3: DOCSIS v3.0

4: DOCSIS v3.1

5-255: Reserved





If this TLV is absent, the CMTS assumes DOCSIS v1.0 operation. REQ30197 A cable modem MUST include this TLV with a value of "DOCSIS v3.1". This capability is provided by the CM for the benefit of the CMTS; the operation of the CM is not affected by the value returned by the CMTS.

[bookmark: API_ID214641]Fragmentation Support

If the value field is a 1, the CM requests pre-3.0 DOCSIS fragmentation support from the CMTS.

		Type

		Length

		Value



		5.3

		1

		1 or 0





[bookmark: API_ID214643]Payload Header Suppression Support

If the value field is a 1, the pre-DOCSIS 3.1 CM requests payload header suppression support from the CMTS.

		Type

		Length

		Value



		5.4

		1

		1 or 0





[bookmark: API_ID214645]IGMP Support

If the value field is a 1, the CM supports DOCSIS 1.1-compliant IGMP.

		Type

		Length

		Value



		5.5

		1

		1 or 0





[bookmark: REQ7Q2GKB_0]NOTE: This CM capability is not subject to negotiation with the CMTS. REQ24276 The CM MUST include this capability in the DHCP request, but not in the Registration Request. REQ24277 If a CMTS does receive this capability within a Registration Request, it MUST return the capability with the same value in the Registration Response.

[bookmark: API_ID214649]Privacy Support

The value indicates the BPI support of the CM.

		Type

		Length

		Value



		5.6

		1

		0: BPI Support

1: BPI Plus Support

2 - 255: Reserved





REQ24278 If the value field in REG-RSP or REG-RSP-MP is 0, the CM MUST NOT operate in BPI Plus mode.

[bookmark: API_ID214652]Downstream SAID Support

This field shows the number of Downstream SAIDs that the CM can support.

		Type

		Length

		Value



		5.7

		1

		Number of Downstream SAIDs that the CM can support.





If the number of Downstream SAIDs is 0, the CM can support only one Downstream SAID.

[bookmark: API_ID214654]Upstream Service Flow Support

This field shows the number of Upstream Service Flows that the CM supports which can be used for any Service Flow Scheduling Type.

		Type

		Length

		Value



		5.8

		1

		Number of Upstream Service Flows of all types the CM can support.





If the number of Upstream Service Flows is 0, the CM can support only one Upstream Service Flow.

NOTE: In pre-3.0 DOCSIS specifications, this capability was referred to as "Upstream SID Support." Since the number of Upstream SIDs is equivalent to the number of Upstream Service Flows in pre-3.0 DOCSIS, the revisions to this capability are fully backward compatible.

[bookmark: API_ID214656]Optional Filtering Support

This field shows the optional filtering support in the CM. Bits are set to 1 to indicate that support for optional filtering.

		Type

		Length

		Value



		5.9

		1

		Packet Filtering Support Bitmap

bit #0: 802.1P filtering

bit #1: 802.1Q filtering

bit #2-7: reserved,required to be set to zero. See requirement below.





REQ24279 The CM MUST set bits 2 – 7 to 0 in the 'Packet Filtering Support Bitmap' Modem Capabilities TLV encoding (type 5.9) of the Registration Response message. 

NOTE: This CM capability is not subject to negotiation with the CMTS.

[bookmark: REQ7Q2GOF_0]REQ24280 The CM MUST include this capability in the DHCP request, but not in the Registration Request. REQ24281 If a CMTS does receive this capability within a Registration Request, it MUST return the capability with the same value in the Registration Response.

[bookmark: API_ID214661]Transmit Pre-Equalizer Taps per Modulation Interval

[bookmark: REQ7Q2GPG_0]This field shows the maximal number of pre-equalizer taps per modulation interval T supported by the CM. REQ24282 The CM MUST include this capability in the Registration Request with the value 1.

NOTE: All CMs support, at a minimum, T-spaced equalizer coefficients. Support of 2 or 4 taps per modulation interval was optional for DOCSIS 1.0 and 1.1 CMs, while DOCSIS 2.0 and 3.0 CMs are required to only support 1 tap per modulation interval. If this tuple is missing, it is implied that the CM only supports T spaced equalizer coefficients.

		Type

		Length

		Value



		5.10

		1

		1, 2 or 4





[bookmark: API_ID214664]Number of Transmit Equalizer Taps

[bookmark: REQ7Q2GQH_0]This field shows the number of equalizer taps that are supported by the CM. REQ24283 The CM MUST include this capability in the Registration Request with value 24. NOTE: All CMs support an equalizer length of at least 8 symbols. Support of up to 64 T-spaced, T/2-spaced or T/4-spaced taps was optional for DOCSIS 1.0 and 1.1 CMs, while DOCSIS 2.0 and 3.0 CMs are required to support exactly 24 taps. If this tuple is missing, it is implied that the CM only supports an equalizer length of 8 taps.

		Type

		Length

		Value



		5.11

		1

		8 to 64





[bookmark: API_ID214667]DCC Support

This field indicates the DCC support of the CM.

		Type

		Length

		Value



		5.12

		1

		0 = DCC is not supported

1 = DCC is supported





[bookmark: API_ID214669]IP Filters Support

This is a deprecated field that shows the number of IP filters that are supported by a legacy CM.

		Type

		Length

		Value



		5.13

		2

		64-65535





NOTE: This CM capability is not subject to negotiation with the CMTS.

REQ24285 If a CMTS receives this capability within a Registration Request, it MUST return the capability with the same value in the Registration Response.

[bookmark: API_ID214672]LLC Filters Support

This is a deprecated field that shows the number of LLC filters that are supported by a legacy CM.

		Type

		Length

		Value



		5.14

		2

		10-65535





NOTE: This CM capability is not subject to negotiation with the CMTS.

REQ24287 If a CMTS receives this capability within a Registration Request, it MUST return the capability with the same value in the Registration Response.

[bookmark: API_ID214675]Expanded Unicast SID Space

This field indicates if the CM can support the expanded unicast SID space.

		Type

		Length

		Value



		5.15

		1

		0 = Expanded Unicast SID space is not supported

1 = Expanded Unicast SID space is supported





[bookmark: API_ID214677]Ranging Hold-Off Support

[bookmark: REQ7Q2GWM_0]The CM indicates support for the Ranging Hold-Off Feature by reporting its Ranging Class ID in the value field. The low order 16 bits of the Ranging Class ID are comprised of a static bit map which indicates the device type. The CM sets the bits of the devices to 1 in the bit map. Only a stand-alone CM will set Bit #0. For example, a standalone CM would report a value of 1; a CM with an eRouter would report a value of 2; a CM with a PacketCable MTA and an eRouter would report a value of 6; an eSTB would report a value of 8 although it contained an eCM. Bits 16 thru 31 are derived from the Configuration File as described in Annex C.1.1.18.1.4. The Ranging Class ID is not negotiable. REQ24288 The CM MUST ignore the value field in the REG-RSP or REG-RSP-MP.

		Type

		Length

		Value



		5.16

		4

		Ranging Class ID (bitmap)

Bit #0: CM

Bit #1: eRouter

Bit #2: eMTA or EDVA

Bit #3: DSG/eSTB

Bits 4 through 15: Reserved

Bits 16 through 31: CM Ranging Class ID Extension





[bookmark: API_ID214680]L2VPN Capability

[bookmark: REQFDGRJ1_0]This capability indicates whether the CM is compliant with the DOCSIS Layer 2 Virtual Private Network feature as defined in [DOCSIS L2VPN]. REQ27616 The CM MAY support the DOCSIS Layer 2 Virtual Private Network feature as defined in [DOCSIS L2VPN].

		Type

		Length

		Value



		5.17

		Length/value tuples are specified in [DOCSIS L2VPN]

		 





[bookmark: API_ID214683]L2VPN eSAFE Host Capability

[bookmark: REQ7Q2GXN_0]This capability encoding informs the CMTS of the type and MAC address of an eSAFE host embedded with a CM that supports the L2VPN feature. REQ24289 A CM MUST NOT include L2VPN eSAFE Host Capability TLV in the Registration Request or DHCP Option 60 if it does not indicate support for [DOCSIS L2VPN] via the L2VPN Capability encoding, or if it is not embedded with any eSAFE host. 

		Type

		Length

		Value



		5.18

		Length/value tuples are specified in [DOCSIS L2VPN]

		





[bookmark: API_ID214686]Downstream Unencrypted Traffic (DUT) Filtering

[bookmark: REQFDRQS1_0]This capability indicates whether the CM supports the DUT Filtering feature as defined in the DOCSIS Layer 2 Virtual Private Network specification [DOCSIS L2VPN]. REQ27628 The CM MAY support DUT Filtering. REQ24290 A CM MUST NOT include the Downstream Unencrypted Traffic (DUT) Filtering TLV in the Registration Request or DHCP Option 60 if it does not indicate support for [DOCSIS L2VPN] via the L2VPN Capability encoding.

		Type

		Length

		Value



		5.19

		Length/value tuples are specified in [DOCSIS L2VPN]

		





[bookmark: API_ID214690]Upstream Frequency Range Support

This field shows the upstream frequency range of which the CM is capable. This setting is independent of the upstream frequency range that is configured in the MDD. 

A DOCSIS 3.0 CMTS uses this capability in registration process. REQ24291 The CMTS MUST confirm the encoding value in the REG-RSP-MP.

		Type

		Length

		Value



		5.20

		1

		0 = Standard Upstream Frequency Range. (5-42 MHz. [DOCSIS PHYv3.0])

1 = Upstream Frequency Range Selectable between Standard Upstream Frequency Range and Extended Upstream Frequency Range (See [DOCSIS PHYv3.0])

2 = Extended Upstream Frequency Range (5-85 MHz. [DOCSIS PHYv3.0])

3-255 = Reserved





SP_MULPIv3_1-REQ7552 The FDX CM MUST populate the Upstream Frequency Range Support TLV with value 2.

NOTE: If this CM capability setting is not included, the CM is capable only of the Standard Upstream Frequency Range.

[bookmark: API_ID214693]Upstream SC-QAM Symbol Rate Support

This field indicates whether the CM is able to support various upstream SC-QAM symbol rates. CMs are required to support the 5120, 2560, and 1280 ksps rates ([DOCSIS PHYv3.1]).

Bit #0 is the LSB of the Value field. Bits are set to 1 to indicate support of the particular symbol rate.

		Type

		Length

		Value



		5.21

		1

		Bit #0 = 160 ksps symbol rate supported

Bit #1 = 320 ksps symbol rate supported

Bit #2 = 640 ksps symbol rate supported

Bit #3 = 1280 ksps symbol rate supported

Bit #4 = 2560 ksps symbol rate supported

Bit #5 = 5120 ksps symbol rate supported

All other bits are reserved.





If this encoding is not included, it is assumed that the CM supports 5120, 2560, 1280, 640, 320, and 160 ksps symbol rates.

[bookmark: API_ID214695]Selectable Active Code Mode 2 Support

This field indicates whether the CM supports Selectable Active Code (SAC) Mode 2. 

		Type

		Length

		Value



		5.22

		1

		0: SAC Mode 2 is not supported

1: SAC Mode 2 is supported

2-255: Reserved





NOTE: If this CM capability setting is not included, the CM is assumed to be not capable of supporting SAC Mode 2.

[bookmark: API_ID214697]Code Hopping Mode 2 Support

This field indicates whether the CM supports Code Hopping Mode 2. 

		Type

		Length

		Value



		5.23

		1

		0: Code Hopping Mode 2 is not supported

1: Code Hopping Mode 2 is supported

2-255: Reserved





NOTE: If this CM capability setting is not included, the CM is assumed to be not capable of supporting Code Hopping Mode 2.

[bookmark: API_ID214699]SC-QAM Multiple Transmit Channel Support

This field shows the number of upstream SC-QAM channel transmitters that the CM can support. 

[bookmark: REQ7Q2H0Q_0]This number is equivalent to the number of 1.28 Msps transmitters that the CM can support. REQ24292 The CM MUST indicate support for 8 or more upstream SC-QAM channel transmitters.

REQ24293 If a CM reports a DOCSIS version (TLV 5.2) of DOCSIS 3.1 (see Annex C.1.3.1.2), the CMTS MUST confirm the encoding value in the REG-RSP-MP.

A DOCSIS-3.0 CMTS interprets this TLV as Multiple Transmit Channel Support per [DOCSIS MULPIv3.0]. 

		Type

		Length

		Value



		5.24

		1

		Number of upstream SC-QAM channel transmitters that the CM can support.





[bookmark: API_ID214704]5.12 Msps Upstream Transmit SC-QAM Channel Support

This field shows the maximum number of upstream SC-QAM channels at a symbol rate of 5.12 Msps that the CM can support.

		Type

		Length

		Value



		5.25

		1

		Number of upstream SC-QAM channels at 5.12 Msps that the CM can support.





If this CM capability setting is not included or the number of SC-QAM upstream channels is 0, the CM can support only one upstream SC-QAM channel at 5.12 Msps. A CM that can support N SC-QAM channels at symbol rate 5.12 Msps can support N SC-QAM channels at equal or lower symbol rates.

[bookmark: API_ID214706]2.56 Msps Upstream Transmit SC-QAM Channel Support

This field shows the maximum number of upstream SC-QAM channels at symbol rate 2.56 Msps that the CM can support.

		Type

		Length

		Value



		5.26

		1

		Number of upstream SC-QAM channels at 2.56 Msps that the CM can support.





If this CM capability setting is not included or the number of upstream SC-QAM channels is 0, the CM can support only one upstream SC-QAM channel at 2.56 Msps. A CM that can support N SC-QAM channels at symbol rate 2.56 Msps can support N SC-QAM channels at equal or lower symbol rates.

[bookmark: API_ID214708]Total SID Cluster Support

This field shows the total number of SID Clusters that the CM can support.

		Type

		Length

		Value



		5.27

		1

		Total number of SID Clusters supported.





REQ24294 The CM MUST support a total number of SID Clusters at least two times the number of Upstream Service Flows supported as reported in Annex C.1.3.1.8 plus one SID Cluster for the number of UGS or UGS-AD only Service Flows as reported in Annex C.1.3.1.36.

[bookmark: API_ID214711]SID Clusters per Service Flow Support

This field shows the maximum number of SID Clusters that can be assigned to a service flow for this CM.

		Type

		Length

		Value



		5.28

		1

		2-8

Maximum number of SID Clusters per Service Flow





[bookmark: API_ID214713]SC-QAM Multiple Receive Channel Support

This TLV is used by the CM to indicate that it can receive more than one downstream SC-QAM channel simultaneously. This encoding gives the maximum number of separately identified Receive SC-QAM Channels that the CM can support. 

REQ24295 The CM MUST indicate support for 32 or more downstream SC-QAM channels.

REQ24296 If a CM reports a DOCSIS version (TLV 5.2) of DOCSIS 3.1 (see Annex C.1.3.1.2), the CMTS MUST confirm the encoding value in the REG-RSP-MP.

A DOCSIS-3.0 CMTS interprets this TLV as Multiple Receive Channel Support per [DOCSIS MULPIv3.0].

REQ24297 For DOCSIS-3.0 CMs if CM omits this encoding, or the CM returns a value of zero for this encoding, then the CMTS MUST NOT return non-zero value for the SC-QAM Multiple Receive Channel Support and Multiple Transmit Channel support encoding in its REG-RSP or REG-RSP-MP message to the CM.

		Type

		Length

		Value



		5.29

		1

		Maximum number N of physical downstream Receive SC-QAM Channels identified on the CM. Receive SC-QAM Channels are identified within the CM with an RCID from 1 to N.





[bookmark: API_ID214719]Total Downstream Service ID (DSID) Support

The value of this field indicates the maximum total number of Downstream Service IDs (DSIDs) that the CM can recognize for filtering purposes.

		Type

		Length

		Value



		5.30

		1

		32-255





[bookmark: API_ID214721]Resequencing Downstream Service ID (DSID) Support

The value of this field indicates the number of resequencing DSIDs (resequencing contexts) that the CM can support simultaneously. This number must be no higher than the maximum number of DSIDs supported (see Annex C.1.3.1.30).

		Type

		Length

		Value



		5.31

		1

		16-255





[bookmark: API_ID214723]Multicast Downstream Service ID (DSID) Support

[bookmark: REQ7Q2H6W_0]The value of this field indicates the number of multicast Downstream Service IDs (DSIDs) used by the CMTS to label multicast streams that the CM can support simultaneously. REQ24298 This number MUST be no higher than the Total DSID Support (see Section C.1.3.1.30)

		Type

		Length

		Value



		5.32

		1

		16-255





[bookmark: API_ID214726]Multicast DSID Forwarding

The value is used by the CM to indicate its level of support for multicast DSID forwarding. A CM reports one of three levels of support for Multicast DSID Forwarding.

No support for multicast DSID forwarding (0): A CM reports this value if it cannot forward multicast traffic based on the DSID.

GMAC Explicit Multicast DSID Forwarding (1): A CM reports this value if it is capable of forwarding multicast traffic labeled with a known DSID but is requesting an explicit list of destination GMAC addresses.

GMAC Promiscuous Multicast DSID Forwarding (2): A CM reports this value if it is capable of forwarding multicast traffic based only on the DSID.

Since a CM that reports support for either type of multicast DSID forwarding, GMAC explicit or GMAC promiscuous, forwards all downstream multicast traffic based on the DSID, a CM is considered to be capable of Multicast DSID forwarding if it reports a value of 1 or 2.

REQ24299 The CM MUST indicate support for GMAC Promiscuous Multicast DSID Forwarding.

A CMTS that returns a non-zero value of the Multicast DSID Forwarding Support capability encoding to a CM in a REG-RSP or REG-RSP-MP is said to "enable" Multicast DSID Forwarding at the CM.

REQ27617 If a CM reports that it is capable of Multicast DSID Forwarding with the value of 1 or 2, the CMTS MAY return a value of 0 for the encoding in its REG-RSP or REG-RSP-MP in order to "disable" Multicast DSID Forwarding for a CM. REQ24300 If the CMTS returns a value of 0 in the REG-RSP or REG-RSP-MP, the CM MUST disable its Multicast DSID Forwarding.

REQ24301 The CMTS MUST NOT return a value of 1 for the Multicast DSID Forwarding Capability encoding in its REG-RSP or REG-RSP-MP message to the CM unless the CM advertised a capability of 1. If the CM advertises a capability of 1, the CMTS has the option of returning a value of 2 (see Compatibility with Previous Versions of DOCSIS Annex G).

		Type

		Length

		Value



		5.33

		1

		0 = No support for multicast DSID forwarding

1 = Support for GMAC explicit multicast DSID forwarding

2 = Support for GMAC promiscuous multicast DSID forwarding

3 – 255 = Reserved 





[bookmark: API_ID214734]Frame Control Type Forwarding Capability

This value is used by the CM to indicate support for forwarding traffic with the Isolation PDU MAC Header (the FC_Type field with a value of 10).

		Type

		Length

		Value



		5.34

		1

		0 = Isolation Packet PDU MAC Header (FC_Type of 10) is not forwarded

1 = Isolation Packet PDU MAC Header (FC_Type of 10) is forwarded

2 – 255 = Reserved





REQ24302 The CM MUST indicate support for forwarding traffic with the FC_Type field set to a value of 10.

[bookmark: API_ID214737]DPV Capability

This value is used by the CM to indicate support for the DOCSIS Path Verify Feature.

		Type

		Length

		Value



		5.35

		1

		Bit 0: U1 supported as a Start Reference Point for DPV per Path.

Bit 1: U1 supported as a Start Reference Point for DPV per Packet.

Bits 2 to 7 are reserved. 





[bookmark: API_ID214739]Unsolicited Grant Service/Upstream Service Flow Support

This field shows the number of additional Service Flows that the CM supports which can be used only for Unsolicited Grant Service. This TLV includes UGS and UGS-AD scheduling service flows that are not part of TLV-5.8.

		Type

		Length

		Value



		5.36

		1

		Number of additional service flows that the CM can support which can be used only for Unsolicited Grant Service Flows 





[bookmark: API_ID214741]MAP and UCD Receipt Support

This field indicates whether or not the CM can support the receipt of MAPs and UCDs on any downstream channel, or if it can only receive MAPs and UCDs on the Primary Downstream Channel.

		Type

		Length

		Value



		5.37

		1

		0 = CM cannot support the receipt of MAPs and UCDs on downstreams other than the Primary Downstream Channel 

1 = CM can support the receipt of MAPs and UCDs on downstreams other than the Primary Downstream Channel





[bookmark: REQ7Q2HD2_0]REQ24303 The CM MUST support a capability of 1 (CM can support the receipt of MAPs and UCDs on any downstream channel). REQ24304 If the CMTS sets this capability to 0 in the REG-RSP or REG-RSP-MP, the CM MUST look for MAPs and UCDs only on the Primary Downstream Channel.

REQ24305 If the CMTS receives a REG-REQ or REG-REQ-MP message with the MAP and UCD Receipt Support modem capability of 0, then it MUST provide MAPs and UCDs for that CM on its Primary Downstream Channel.

[bookmark: API_ID214746]Upstream Drop Classifier Support

[bookmark: REQ7Q2HF4_0][bookmark: REQTU8X41_0]This field shows the number of Upstream Drop Classifiers that are supported by the CM. REQ24306 The CM MUST indicate support for at least 64 Upstream Drop Classifiers. The Upstream Drop Classifier support is not subject to negotiation with the CMTS. REQ31512 The CM MUST enable upstream drop classification, regardless of the value returned by the CMTS in the Registration Response message.

		Type

		Length

		Value



		5.38

		2

		64-65535





[bookmark: API_ID214750]IPv6 Support

This value is used by the CM to indicate support for IPv6 provisioning and management.

		Type

		Length

		Value



		5.39

		1

		0 = IPv6 is not supported

1 = IPv6 is supported

2 – 255 = Reserved





REQ24308 The CM MUST indicate support for IPv6.

[bookmark: API_ID214753]Extended Upstream Transmit Power Capability 

The Extended Upstream Transmit Power Capability is used to communicate the CM's support for increasing DOCSIS 3.0 per-upstream channel Pmax values to the DOCSIS 3.0 CMTS as described in [DOCSIS PHYv3.0]. The CM always reports this capability, but only uses the value set by the CMTS in the capability exchange when registering on a DOCSIS 3.0 CMTS.

REQ31429 When it registers on a DOCSIS 3.1 CMTS, the CM MUST ignore the Extended Upstream Transmit Power capability returned by the CMTS. A DOCSIS 3.1 CMTS controls the value of Pmax with the Pmax modem capability.

When registered on a DOCSIS 3.0 CMTS, if the default value for Pmax for an individual upstream channel is lower than the capability encoding, the CM and DOCSIS 3.0 CMTS adjust the value to be equal to the capability encoding. If the default value for Pmax is the same as or higher than the capability encoding the CM and DOCSIS 3.0 CMTS retain the default value. Note that this capability only affects the value of the DOCSIS 3.0 per-upstream channel Pmax; the CMTS controls the CM's transmit power via the Dynamic Range Window (see section 8.3.3 and [DOCSIS PHYv3.0] for more details).

[bookmark: REQ7Q2HJ8_0]REQ24309 The CM MUST report the Extended Upstream Transmit Power Capability in units of one-quarter dB. A CM capability value of zero indicates that the CM does not support an extension to its Upstream Transmit Power. REQ24310 If a DOCSIS 3.0 CMTS returns a non-zero value that is different from the value the CM sent in the REG-REQ-MP, this indicates that the CM and CMTS are not synchronized, and the CM MUST re-initialize the MAC with Initialization Reason "REG_RSP_NOT_OK" (7). If the DOCSIS 3.0 CMTS returns a zero value, or does not include this TLV, the CM does not extend its upstream transmit power as defined in [DOCSIS PHYv3.0]. 

[bookmark: REQ7Q2HLA_0]REQ24311 The CMTS MUST either confirm the DOCSIS 3.0 CM's capability by responding with the same value communicated by the CM or disable the Extended Upstream Transmit Power capability by responding with a value of zero. REQ24312 By default, the CMTS MUST confirm the value on a DOCSIS 3.0 CM, unless a mechanism is provided to administratively configure this setting on and off.

		Type

		Length

		Value



		5.40

		1

		0, 205 – 244 (units of one-quarter dB)





[bookmark: API_ID214763]Optional 802.1ad, 802.1ah, MPLS Classification Support

This field shows the optional 802.1 ad, 802.1ah, MPLS filtering support in the CM. Bits are set to 1 to indicate that support for optional filtering.

NOTE: This CM capability is not subject to negotiation with the CMTS. 

REQ24313 If a CMTS receives this capability within a Registration Request, it MUST return the capability with the same value in the Registration Response. If this CM capability setting is not included, the CM is assumed to be not capable of supporting [IEEE 802.1ad], [IEEE 802.1ah], and MPLS classification encodings.

		Type

		Length

		Value



		5.41

		4

		802.1ad, 802.1ah, MPLS Filtering Support Bitmap

bit #0: [IEEE 802.1ad] S-TPID

bit #1: [IEEE 802.1ad] S-VID

bit #2: [IEEE 802.1ad] S-PCP

bit #3: [IEEE 802.1ad] S-DEI

bit #4: [IEEE 802.1ad] C-TPID

bit #5: [IEEE 802.1ad] C-VID

bit #6: [IEEE 802.1ad] C-PCP

bit #7: [IEEE 802.1ad] C-CFI

bit #8: [IEEE 802.1ad] S-TCI

bit #9: [IEEE 802.1ad] C-TCI 

bit #10: [IEEE 802.1ah] I-TPID

bit #11: [IEEE 802.1ah] I-SID

bit #12: [IEEE 802.1ah] I-TCI

bit #13: [IEEE 802.1ah] I-PCP

bit #14: [IEEE 802.1ah] I-DEI

bit #15: [IEEE 802.1ah] I-UCA

bit #16: [IEEE 802.1ah] B-TPID

bit #17: [IEEE 802.1ah] B-TCI

bit #18: [IEEE 802.1ah] B-PCP

bit #19: [IEEE 802.1ah] B-DEI

bit #20: [IEEE 802.1ah] B-VID

bit #21: [IEEE 802.1ah] B-DA

bit #22: [IEEE 802.1ah] B-SA

bit #23: MPLS TC

bit #24: MPLS Label

bit #25-31: reserved, to be set to zero





[bookmark: API_ID214767]D-ONU (Optical Network Unit) Capabilities Encoding

The D-ONU Capabilities Encoding describes the capabilities of a particular D-ONU on a DPoE Network, i.e., implementation dependent limits on the particular features or number of features, which the D-ONU can support. It consists of a number of encapsulated type/length/value fields; these sub-types define the specific capabilities per [DPoE-MULPIv2.0].

		Type

		Length

		Value



		5.42

		Length/value tuples are specified in the DPoE specifications.

		 





[bookmark: API_ID214769]Energy Management Capabilities

This field indicates the energy management features the CM supports. If the bit value is set, it indicates the modem is capable of supporting that energy management feature.

		Type

		Length

		Value



		5.44

		4

		Bitmask indicating Energy Management Features supported. The mode is supported when the bit is set to 1, and not supported when the bit is set to zero.

Bit 0: Energy Management 1x1 Feature

Bit 1: DOCSIS Light Sleep Mode

Bits 2-31: Reserved





REQ24314 The CM MUST report a value of 1 for Bits 0 and 1 of the Energy Management Capabilities TLV, indicating support for the Energy Management 1x1 Feature and DOCSIS Light Sleep Mode.

REQ24315 The CMTS MUST either confirm the CM's capability with the features that network will allow (by responding with the same bit value communicated by the CM), or disable the Energy Management feature capability by responding with a value of zero for that bit.

[bookmark: API_ID214773]C-DOCSIS Capability Encoding

This capability field is only applicable to devices, which optionally support C-DOCSIS requirements as defined in Annex L.

The value field describes the capabilities of a particular modem, i.e., implementation dependent limits on the particular features or number of features, which the modem can support. 

It consists of a number of encapsulated type/length/value fields; these sub-types define the specific capabilities. 

NOTE: The sub-type fields defined are only valid within the encapsulated capabilities configuration setting string.

		Type

		Length

		Value



		5.45

		N

		Sub-Type/Length/Value tuples are specified in Annex L.





[bookmark: API_ID214775]CM-STATUS-ACK

This field is used by the CM to indicate support for the CM-STATUS-ACK feature.

		Type

		Length

		Value



		5.46

		1

		Value indicating support for CM-STATUS-ACK feature

0: CM-STATUS-ACK not supported

1: CM-STATUS-ACK supported

2-255: Reserved





REQ24316 The CMTS MUST confirm the CM's capability to support CM-STATUS-ACK, unless otherwise provisioned. 

[bookmark: API_ID214778]Energy Management Preference

[bookmark: REQFDGU21_0]This is an optional field. When present, this field indicates the energy management mode preferred by the cable modem. (For example, the mode that uses the least power.) The CMTS returns this TLV in the REG-RSP-MP message if present in the REG-REQ-MP message. REQ27618 The CMTS MAY ignore this advice from the CM when assigning Primary and Backup Primary channels to the CM.

		Type

		Length

		Value



		5.47

		4

		Bitmask indicating Energy Management Modes preferred by the CM. The modes have the corresponding bit set to 1. All other bits are required to be set to zero. See the requirement below.

Bit 0: Energy Management 1x1 Feature

Bit 1: DOCSIS Light Sleep Mode

Bits 2-31: Reserved





REQ24317 The CM MUST set to zero all bits that are not set to 1 to indicate Energy Management Modes preferred by the CM, in the 'Energy Management Preference' Modem Capabilities TLV encoding (type 5.47) of the Registration Response message. 

[bookmark: API_ID214782]Extended Packet Length Support Capability

This field indicates the maximum length of Packet PDU supported by the CM expressed in bytes.

		Type

		Length

		Value



		5.48

		2

		Maximum length of Packet PDU supported by CM in bytes.





[bookmark: REQ7Q2HSH_0][bookmark: REQ7Q2HTI_0]REQ24318 The CM MUST report a value of 2000 in the Extended Packet Length Support Capability TLV, indicating support for forwarding Packet PDUs up to 2000 bytes in length. The capability is applicable to Packet PDUs forwarded in either downstream or upstream direction, or to processing of Packet PDUs received by CM internal stack. REQ24319 If a CMTS does receive this capability within a Registration Request, it MUST return the TLV with value between 1522 and the value reported by the CM in this TLV. REQ24320 If the CMTS disables this capability by overriding the Extended Packet Length Support Capability with a value of 0, the CM MUST limit the size of Packet PDUs transmitted in the upstream to 1522 bytes (i.e., no packets with extended lengths are permitted in the upstream).

[bookmark: API_ID214789]OFDM Multiple Receive Channel Support

This TLV is used by the CM to indicate the number of downstream OFDM channels that it can receive simultaneously. This encoding gives the maximum number of separately identified Receive OFDM Channels that the CM can support. 

[bookmark: REQ7Q2HVK_0]REQ24321 The CM MUST report a value of 2 or more for this capability. SP_MULPIv3_1-REQ7553 The FDX CM MUST report at least 4 in the OFDM Multiple Receive Channel Support TLV. REQ24322 The CMTS MUST confirm the encoding value in the REG-RSP-MP.

		Type

		Length

		Value



		5.49

		1

		Maximum number N of physical downstream Receive OFDM Channels identified on the CM, including the receive OFDM channels in an FDX band. Receive OFDM Channels are identified within the CM with an RCID from 1 to N.





[bookmark: API_ID214793]OFDMA Multiple Transmit Channel Support

This TLV is used by the CM to indicate the number of upstream OFDMA transmitters that the CM can support simultaneously. This encoding gives the maximum number of separately identified OFDMA Transmit Channels that the CM can support.

[bookmark: REQ7Q2HXM_0]REQ24323 The CM MUST indicate support for two or more upstream OFDMA transmitters. SP_MULPIv3_1-REQ7554 The FDX CM MUST report a value of 7 or more in the OFDMA Multiple Transmit Channel Support TLV. REQ24324 The CMTS MUST confirm the encoding value in the REG-RSP-MP.

		Type

		Length

		Value



		5.50

		1

		Number of upstream OFDMA transmitters that the CM can support, including OFDMA transmitters capable of transmitting in an FDX band.





[bookmark: API_ID214797]Downstream OFDM Profile Support

This value is used by the CM to indicate the number of profiles that are supported for each downstream OFDM Channel. This number indicates the total number of profiles (active and transient) that can be supported for each OFDM channel.

		Type

		Length

		Value



		5.51

		1

		Maximum number N of profiles that are supported per downstream OFDM channel. CMs report a value of 5 (4 active + 1 transient) or more.





REQ24325 If the CM omits the Downstream OFDM Profile Support encoding, the CMTS MUST assume the DOCSIS 3.1 baseline compliance requirement of 5 profiles (4 active + 1 transient) per downstream OFDM channel.

[bookmark: API_ID214800]Downstream OFDM channel subcarrier QAM modulation support

This bit field shows the QAM modulations supported by the CM on subcarriers within an OFDM downstream channel. When the CMTS receives this capability within a Registration Request, it returns the capability with the same value in the Registration Response. A CM supports QPSK, 16, 64, 128, 256, 512, 1024, 2048 and 4096 QAM modulations.

		Type

		Length

		Value



		5.52

		2

		Downstream OFDM channel subcarrier QAM modulation support bitmap

bit #0-1: reserved

bit #2: QPSK

bit #3: reserved

bit #4: 16-QAM

bit #5: reserved

bit #6: 64-QAM

bit #7: 128-QAM

bit #8: 256-QAM

bit #9: 512-QAM

bit #10: 1024-QAM

bit #11: 2048-QAM

bit #12: 4096-QAM

bit #13: 8192-QAM

bit #14: 16384-QAM

bit #15: reserved, set to zero





[bookmark: API_ID214802]Upstream OFDMA channel subcarrier QAM modulation support

This bit field shows the QAM modulations supported by the CM on subcarriers within an OFDMA upstream channel. When the CMTS receives this capability within a Registration Request, it returns the capability with the same value in the Registration Response. A CM supports QPSK, 8, 16, 32, 64, 128, 256, 512, 1024, 2048 and 4096 QAM modulations.

		Type

		Length

		Value



		5.53

		2

		Upstream OFDMA channel subcarrier QAM modulation support bitmap

bit #0-1: reserved

bit #2: QPSK

bit #3: 8-QAM

bit #4: 16-QAM

bit #5: 32-QAM

bit #6: 64-QAM

bit #7: 128-QAM

bit #8: 256-QAM

bit #9: 512-QAM

bit #10: 1024-QAM

bit #11: 2048-QAM

bit #12: 4096-QAM

bit #13: 8192-QAM

bit #14: 16384-QAM

bit #15: reserved, set to zero





[bookmark: API_ID214804]Downstream Lower Band Edge Configuration

The value of this bit field indicates the starting downstream frequency for which the CM is currently configured. The CM uses this modem capability value to indicate its current configuration; all of the possible diplexer downstream lower band edge configurations are indicated in the Diplexer Downstream Lower Band Edge Options bit field (TLV 5.60). The [DOCSIS PHYv3.1] defines the frequency ranges that are required. SP_MULPIv3_1-REQ7262 For a given CM, the CMTS MUST assign channels in the RCC so that every channel is consistent with the Downstream Lower Band Edge Configuration capability. Upon receiving a channel assignment inconsistent with this capability, the CM does not use this channel and additional behavior is vendor-specific, unless it is a Full Duplex CM. SP_MULPIv3_1-REQ7555 For Full Duplex CM the CMTS MAY assign channels in the RCC regardless of the diplexer configuration..

		Type

		Length

		Value



		5.54

		1

		Bit #0: Downstream Frequency Range starting from 108 MHz

Bit #1: Downstream Frequency Range starting from 258 MHz

Bits 2-7: Reserved





[bookmark: API_ID214806]Downstream Upper Band Edge Configuration

The value of this bit field indicates the ending downstream frequency for which the CM is currently configured.  The CM uses this modem capability value to indicate its current configuration; all of the possible diplexer downstream upper band edge configurations are indicated in the Diplexer Downstream Upper Band Edge Options bit field (TLV 5.61). The [DOCSIS PHYv3.1] defines the frequency ranges that are required. SP_MULPIv3_1-REQ7263 For a given CM, the CMTS MUST assign channels in the RCC so that every channel is consistent with the Downstream Upper Band Edge Configuration capability. Upon receiving a channel assignment inconsistent with this capability, the CM does not use this channel and additional behavior is vendor-specific.

		Type

		Length

		Value



		5.55

		1

		Bit #0: Downstream Frequency Range up to 1218 MHz

Bit #1: Downstream Frequency Range up to 1794 MHz

Bit #2: Downstream Frequency Range up to 1002 MHz

Bits #3-7: Reserved





[bookmark: API_ID214808]Diplexer Upstream Upper Band Edge Configuration

The value of this modem capability indicates the upstream diplexer upper band edge for which the CM is currently configured. The CM uses this modem capability value to indicate its current configuration; all of the possible diplexer upstream upper band edge configurations are indicated in the Diplexer Upstream Upper Band Edge Options bit field (TLV 5.62). [DOCSIS PHYv3.1] defines the requirements for frequency range support. SP_MULPIv3_1-REQ7264 For a given CM, the CMTS MUST assign channels in the TCC so that every channel is consistent with the Diplexer Upper Band Edge Configuration capability. Upon receiving a channel assignment inconsistent with this capability, the CM does not use this channel and additional behavior is vendor-specific unless it is a Full Duplex CM. SP_MULPIv3_1-REQ7556 For Full Duplex CM the CMTS MAY assign channels in the TCC regardless of the diplexer configuration.

		Type

		Length

		Value



		5.56

		1

		0: Upstream Frequency Range up to 42 MHz

1: Upstream Frequency Range up to 65 MHz

2: Upstream Frequency Range up to 85 MHz

3: Upstream Frequency Range up to 117 MHz

4: Upstream Frequency Range up to 204 MHz

5-255: Reserved





[bookmark: API_ID214810]DOCSIS Time Protocol Mode

[bookmark: REQ7Q2I0O_0]This value is used by the CM to indicate support for DOCSIS Time Protocol. REQ24326 The CM MUST include this capability.

[bookmark: REQ7Q2I1P_0]To disable DTP operation for the CM, the CMTS overrides the reported capability with a value of 0. To enable DTP Slave operation, the CMTS confirms (or overrides) the reported value with a value of 1. To enable DTP Master operation, the CMTS confirms (or overrides) the reported value with a value of 2. REQ24327 The CMTS MUST NOT place the CM into a DTP Mode to which it does not support. 

		Type

		Length

		Value



		5.57

		1

		0 = DTP operation is not supported

1 = DTP Slave capable only

2 = DTP Master capable only

3 = DTP Master or Slave capable

4-255 = Reserved





[bookmark: API_ID214815]DOCSIS Time Protocol Performance Support

This parameter indicates the DTP performance level of the CM as defined in Section 10, DPT System Level Performance subsection.

		Type

		Length

		Value



		5.58

		1

		0 = DTP mode is not supported

1 = DTP support for DTP Level 1

2 = DTP support for DTP Level 2

3 = DTP support for DTP Level 3

4 = DTP support for DTP Level 4

5 = DTP support for DTP Level 5

6 = DTP supported but with no specified performance

7 – 255 = Reserved





[bookmark: API_ID214817]Pmax

The Pmax capability exchange provides the Pmax value that will be used by the CM and the CMTS to calculate P1.6hi  [DOCSIS PHYv3.1]. The CM communicates the Pmax that it supports in the Registration Request message. The CMTS sets the Pmax value to be used by the CM in the Registration Response message.  

The CM is required to support a minimum Pmax value of 65 dBmv. REQ31430 The CM MUST report a value of Pmax that is greater than or equal to 65 dBmV. The CM may support increasing Pmax values as described in [DOCSIS PHYv3.1] for the Transmit Channel Set. REQ31431 The CM MUST report the Pmax Capability in units of one-quarter dBmV.

[bookmark: REQPQ7DY1_0]REQ31432 The CMTS MUST confirm the CM's capability by responding with the same value communicated by the CM. REQ31433 If the CMTS returns a zero value or if the TLV is absent, the CM MUST use the default Pmax value for upstream transmit power.

		Type

		Length

		Value



		5.59

		2

		0,260-320 (units of one-quarter dBmV)





[bookmark: API_ID242790] Diplexer Downstream Lower Band Edge

The value of this bit field indicates all of the diplexer downstream lower band edges for which the CM is capable of being configured. The CM uses this bit field to indicate its capabilities; the Diplexer Downstream Lower Band Edge Configuration TLV (TLV 5.54) is used to indicate the downstream lower band edge currently in use by the CM. [DOCSIS PHYv3.1] defines the requirements for frequency range support.

		Type

		Length

		Value



		5.60

		1

		Bit #0: Downstream Frequency Range starting from 108 MHz

Bit #1: Downstream Frequency Range starting from 258 MHz

Bits #2-7: Reserved





SP_MULPIv3_1-REQ7557 The Full Duplex CM MUST indicate that it supports all the frequency ranges starting 108 MHz and higher.

[bookmark: API_ID242791]Diplexer Downstream Upper Band Edge

The value of this bit field indicates all of the diplexer downstream upper band edges for which the CM is capable of being configured. The CM uses this bit field to indicate its capabilities; the Diplexer Downstream Upper Band Edge Configuration TLV (TLV 5.55) is used to indicate the downstream upper band edge currently in use by the CM. [DOCSIS PHYv3.1] defines the requirements for frequency range support.

		Type

		Length

		Value



		5.61

		1

		Bit #0: Downstream Frequency Range up to 1218 MHz

Bit #1: Downstream Frequency Range up to 1794 MHz

Bit #2: Downstream Frequency Range up to 1002 MHz

Bits #3-7: Reserved





[bookmark: API_ID242792]Diplexer Upstream Upper Band Edge

The value of this bit field indicates all of the diplexer upper band edges for which the CM is capable of being configured. The CM uses this bit field to indicate its capabilities; the Diplexer Upstream Upper Band Edge Configuration TLV (TLV 5.56) is used to indicate the upstream upper band edge currently in use by the CM. [DOCSIS PHYv3.1] defines the requirements for frequency range support.

		Type

		Length

		Value



		5.62

		1

		Bit #0: Upstream Frequency Range up to 42 MHz

Bit #1: Upstream Frequency Range up to 65 MHz

Bit #2: Upstream Frequency Range up to 85 MHz

Bit #3: Upstream Frequency Range up to 117 MHz

Bit #4: Upstream Frequency Range up to 204 MHz

Bits #5-7: Reserved





SP_MULPIv3_1-REQ7558 The FDX CM MUST indicate that it supports all the frequency ranges up to 204 MHz.

[bookmark: API_ID290724]Full Duplex Capability

The values specified by this capability indicate the ability of the CM to participate in Full Duplex Operation.

		Type

		Length

		Value



		5.63

		1

		Defines the ability of CM to support FDX operation

0 = no FDX support

1 = FDX-L support

2 = FDX support

3:255 Reserved





[bookmark: API_ID290725]FDX DS State Lock

In FDX fast switching operation mode, the channel changes the direction from DS to US to DS state. The value of this TLV indicates the maximum number of milliseconds the FDX CM can freeze its DS channel during fast switching. The default value is 500 ms. If this TLV is absent, CMTS has to assume default value. It is assumed that during DS freeze, OCD & DPD are not changed, and the CNR for channel is above 34 dB.

		Type

		Length

		Value



		5.64

		2

		0-65535





[bookmark: API_ID290726]FDX Switching Software Timing Uncertainty

The FDX Switching Software Timing Uncertainty TLV defines the timing uncertainty while calculating the TRBA during FDX channel switching procedures. The default value is 200 microseconds. SP_MULPIv3_1-REQ7591 The FDX CM MUST populate the FDX Switching Software Timing Uncertainty TLV.

		Type

		Length

		Value



		5.65

		2

		0-65535





[bookmark: API_ID290727]FDX DS to US Switching Time

The value of this TLV indicates the time required in microseconds for FDX CM to switch from DS to US on an FDX channel during FDX channel switching procedures.

		Type

		Length

		Value



		5.66

		2

		0-65535





[bookmark: API_ID290728]FDX US to DS Switching Time

The value of this TLV indicates the time required in microseconds for FDX CM to switch from US to DS on an FDX channel during FDX channel switching procedures .

		Type

		Length

		Value



		5.67

		2

		0-65535





[bookmark: API_ID290730]CWT RxMER Measurement Convergence Time

This TLV indicates the time required in milliseconds to collect accurate CWT RxMER during OFDM profile testing. If this TLV is absent CMTS assumes default value of 500 msec.

		Type

		Length

		Value



		5.69

		2

		0-65535





[bookmark: API_ID290731]t-ds-reacquisition capability

[bookmark: N1]This TLV contains one to four 64 bit values. Each 64 bit value consists of a 32 bit away_time in microseconds and a 32 bit recovery_time in microseconds. This is interpreted as the FDX-Capable CM can take up to recovery_time [N] microseconds to reacquire the downstream channel if the time away from the channel is greater than away_time [N-1] and less than or equal to away_time [N]. There is an assumption that there is an away_time [-1] (which is not included in the TLV) which equals 0 microseconds.

SP_MULPIv3_1-REQ7593 The FDX-Capable CM MUST list away_time/recover_time value pairs ordered from smallest to largest away_time value and terminate the list with a 32 bit away_time set to 0xFFFFFFFF with a corresponding recovery_time. The value 0xFFFFFFFF is treated as infinite microseconds. SP_MULPIv3_1-REQ7594 The FDX-Capable CM MUST include at least one pair of away_time/recovery_time values. SP_MULPIv3_1-REQ7595 In the case of a single pair of values, the FDX-capable CM MUST set away_time value to 0xFFFFFFFF and the recovery time would be interpreted as the time needed to reacquire the downstream channel with an away time greater than 0 microseconds and less than or equal to infinite microseconds. This would be used by a CM that only supports a single recovery_time regardless of away time.

		Type

		Length

		Value



		5.72

		8..32

		N * { away_time, recovery_time }

N = {1..4}
away_time = {0.. 0xFFFFFFFF}
recovery_time = {0..0xFFFFFFFF }





 

Example 1:  Four away_time/recovery_time pairs (Values are not indicative of a real world implementation)

 

		Away time

		Recovery Time



		away_time[0] = 200 us

		recovery_time[0] = 50 us



		away_time[1] = 10,000 us

		recovery_time[1] = 500 us



		away_time[2] = 1,000,000

		recovery_time[2] = 1000 us



		away_time[3] = 0xFFFFFFFF

		[bookmark: A3]recovery_time[3] = 2000 us





 

		Type

		Length

		Value



		5.72

		32

		0x000000C8 0x00000032

0x00002710 0x000001F4

0x000F4240 0x000003E8

0xFFFFFFFF 0x000007D0





 

Example 2: Single away_time/recovery_time pair(Values are not indicative of a real world implementation)

 

		Away time

		Recovery Time



		away_time[0] = 0xFFFFFFFF

		[bookmark: A0]recovery_time[0] = 200 us





 

		Type

		Length

		Value

		 

		 



		5.72

		8

		0xFFFFFFFF 0x000000C8

		 

		 





 Low Latency Support

The value is used by the CM to indicate its support for Low Latency. If this TLV is absent, the CMTS assumes a default value of 0 , i.e. not supported.  This capability TLV allows the CM to inform the CMTS and DHCP server whether or not it supports low latency features (Dual queue coupled AQM service flow structure) .  It allows the CM to indicate how many ASFs can be used as Low Latency aggregate service flows . A CM SHOULD include all of its BE-capable SFs in calculating this number. A CM MUST exclude UGS-only SFs from this number. This TLV will be present in the DHCP and registration messages.

		Type

		Length

		Value



		5.75

		1

		0 = Low Latency not supported/disabled

1-255 = Low Latency supported, Number of ASFs supported for Low Latency 







[bookmark: API_ID214824]Vendor ID Encoding

The value field contains the vendor identification specified by the three-byte vendor-specific Organization Unique Identifier of the CM MAC address. 

[bookmark: REQFDGVA1_0]REQ24328 The Vendor ID MUST be used in a Registration Request. The Vendor ID is not used as a stand-alone configuration file element. REQ27619 The Vendor ID MAY be used as a sub-field of the Vendor Specific Information Field in a configuration file. When used as a sub-field of the Vendor Specific Information field, this identifies the Vendor ID of the CMs which are intended to use this information. When the vendor ID is used in a Registration Request, then it is the Vendor ID of the CM sending the request.

		Type

		Length

		Value



		8

		3

		v1, v2, v3





[bookmark: API_ID214830]Modem IP Address

For backwards compatibility with DOCSIS v 1.0. Replaced by 'TFTP Server Provisioned Modem IPv4 Address' (see Section C.1.1.9).

		Type

		Length

		Value



		12

		4

		IPv4 Address





[bookmark: API_ID214832]Service(s) Not Available Response

[bookmark: REQ7Q2I4S_0]REQ24329 This configuration setting MUST be included in the Registration Response message if the CMTS is unable or unwilling to grant any of the requested classes of service that appeared in the Registration Request. REQ24330 Although the value applies only to the failed service class, the entire Registration Request MUST be considered to have failed (none of the class-of-service configuration settings are granted).

		Type

		Length

		Value



		13

		3

		Class ID, Type, Confirmation Code





The Class ID is the class-of-service class from the request which is not available.

The Type is the specific class-of-service object within the class which caused the request to be rejected.

The Confirmation Code is defined in Annex C.4.

[bookmark: API_ID214835]Vendor Specific Capabilities

[bookmark: REQ7Q2I6U_0][bookmark: REQ7Q2I7V_0]REQ24331 Vendor-specific data about the CM, that is to be included in the REG-REQ-MP, but which is not part of the configuration file, if present, MUST be encoded in the vendor-specific capabilities (VSC) (code 44) using the Vendor ID field (refer to Annex C.1.3.1.41) to specify which TLV tuples apply to which vendors' products. REQ24332 The Vendor ID MUST be the first TLV embedded inside VSC. REQ24333 If the first TLV inside VSIF is not a Vendor ID, then the TLV MUST be discarded.

[bookmark: REQFDGX91_0][bookmark: REQ7Q2I8W_0]REQ27620 This configuration setting MAY appear multiple times. REQ27621 The same Vendor ID MAY appear multiple times. REQ24334 There MUST NOT be more than one Vendor ID TLV inside a single VSC.

		Type

		Length

		Value



		44

		n

		per vendor definition





Example:

Configuration with vendor A specific fields and vendor B specific fields:

VSC (44) + n (number of bytes inside this VSC)
8 (Vendor ID Type) + 3 (length field) + Vendor ID of Vendor 
Vendor Specific Type #1 + length of the field + Value #1
Vendor Specific Type #2 + length of the field + Value #2

[bookmark: API_ID235375]CM Initialization Reason

For debugging and system maintenance it is useful to know what caused a CM to initialize. When a CM performs a MAC initialization it has to retain the Initialization Reason. After initialization the CM will attempt to come online. When it sends a REG-REQ-MP it reports the Initialization Reason in the REG-REQ-MP using the "CM Initialization Reason" TLV. REQ24335 The CM MUST include this TLV in the REG-REQ-MP.

		Type

		Length

		Value



		57

		1

		Initialization Code





Table 113 outlines the initialization reasons and the associated Initialization Codes.

[bookmark: _Ref513230263][bookmark: _Toc513557823][bookmark: API_ID214843]Table 113 - Initialization Reasons and Codes

		Initialization Reason

		Initialization Code



		POWER-ON

		1



		T17_LOST-SYNC

		2



		ALL_US_FAILED

		3



		BAD_DHCP_ACK

		4



		LINK_LOCAL_ADDRESS_IN_USE

		5



		T6_EXPIRED

		6



		REG_RSP_NOT_OK

		7



		BAD_RCC_TCC

		8



		FAILED_PRIM_DS

		9



		TCS_FAILED_ON_ALL_US

		10



		MTCM_CHANGE

		15



		T4_EXPIRED

		16



		NO_PRIM_SF_USCHAN

		17



		CM_CTRL_INIT

		18



		DYNAMIC-RANGE-WINDOW-VIOLATION

		19



		IP_PROV_MODE_OVERRIDE

		20



		SW_UPGRADE_REBOOT

		21



		SNMP_RESET

		22



		REG_RSP_MISSING_RCC

		23



		REG_RSP_MISSING_TCC

		24



		REG_RSP_MTC_NOT_ENABLED

		25



		DHCPv6_BAD_REPLY

		26



		RESET_DUE_TO_DIPLEXER_CHANGE

		27





[bookmark: API_ID214844]

Primary Service Flow Indicator

This indicates if an individual Service Flow is the primary Service Flow for the CM. The CM MUST use this value received in the REG-RSP or REG-RSP-MP to setup this service flow as the primary service flow for the CM. The CMTS selects as the primary upstream and downstream Service Flows the first individual Service Flow encoding in the REG-REQ(-MP).  If either the primary upstream SF or the primary downstream SF are expanded into an ASF via an AQP table definition, the CMTS MUST send the Primary Service flow Indicator TLV in the REG-RSP(-MP), using the Classic Service Flow as primary. 



		Type

		Length

		Value



		88

		12

		



		88.1

		4

		Upstream Primary SFID  



		88.2

		4

		Downstream Primary SFID





If this TLV is not present in the REG-RSP(-MP) the CM MUST consider as primary Service Flow the individual Service Flow listed first in the Configuration File.



[bookmark: _Toc531185634]Dynamic-Message-Specific Encodings

These encodings are not found in the configuration file, nor in the Registration Request/Response signaling. They are only found in DSA-REQ, DSA-RSP, DSA-ACK, DSC-REQ, DSC-RSP, DSC-ACK, DSD-REQ, DBC-REQ, DBC-RSP, DBC-ACK, DTP, and ECT messages.

[bookmark: API_ID214846]HMAC-Digest

[bookmark: REQ7Q2IAY_0][bookmark: REQ7Q2IBZ_0][bookmark: REQ7Q2IB0_0]The HMAC-Digest setting is a keyed message digest. REQ24336 If privacy is enabled, the HMAC-Digest Attribute MUST be the final Attribute in the Dynamic Service message's Attribute list. REQ24337 For Dynamic Messages, other than the DBC-REQ message, the message digest MUST be performed over all of the Dynamic Message parameters starting immediately after the MAC Management Message Header and up to, but not including the HMAC Digest setting, in the order in which they appear within the packet. REQ24338 For the DBC-REQ Message, the message digest MUST be performed over all the TLV Encoded Parameters (i.e., not including fixed fields such as the Number of Fragments and Fragment Sequence Number) up to, but not including, the HMAC-Digest setting, in the order in which they appear within the re-assembled packet.

Inclusion of the keyed digest allows the receiver to authenticate the message. The HMAC-Digest algorithm, and the upstream and downstream key generation requirements are documented in [DOCSIS SECv3.0].

This parameter contains a keyed hash used for message authentication. The HMAC algorithm is defined in [RFC 2104]. The HMAC algorithm is specified using a generic cryptographic hash algorithm. Baseline Privacy uses a particular version of HMAC that employs the Secure Hash Algorithm (SHA-1), defined in [SHA].

A summary of the HMAC-Digest Attribute format is shown below. The fields are transmitted from left to right.

		Type

		Length

		Value



		27

		20

		A 160-bit (20-octet) keyed SHA hash





[bookmark: API_ID214852]Authorization Block

The Authorization Block contains an authorization "hint". The specifics of the contents of this "hint" are beyond the scope of this specification, but include [PKT-DQoS].

[bookmark: REQ7Q2IC1_0]REQ27622 The Authorization Block MAY be present in CM-initiated DSA-REQ and DSC-REQ messages, and CMTS-initiated DSA-RSP and DSC-RSP messages. REQ24339 This parameter MUST NOT be present in CMTS-initiated DSA-REQ and DSC-REQ messages, nor CM-initiated DSA-RSP and DSC-RSP messages.

[bookmark: REQFDGYS1_0][bookmark: REQ7Q2ID2_0]The Authorization Block information applies to the entire content of the message. REQ27623 Thus, only a single Authorization Block per message MAY be present. REQ24340 The Authorization Block, if present, MUST be passed to the Authorization Module in the CMTS. The Authorization Block information is only processed by the Authorization Module.

		Type

		Length

		Value



		30

		n

		Sequence of n octets





[bookmark: API_ID214860]Key Sequence Number

This value shows the key sequence number of the [DOCSIS SECv3.0]. Authorization Key which is used to calculate the HMAC- Digest in case that the Privacy is enabled.

		Type 

		Length 

		Value



		31

		1

		Auth Key Sequence Number (0 - 15)





[bookmark: API_ID214862]Energy Management Mode Indicator

This encoding is included in the DBC-REQ message by the CMTS to indicate that the DBC transaction is placing the CM into or out of the energy management mode appropriate to the CM's primary downstream channel.

[bookmark: REQ7Q2IF4_0][bookmark: REQ7Q2IG5_0][bookmark: REQ7Q2IH6_0]REQ24341 When set to 1, the CM MUST operate in Energy Management 1x1 Mode. REQ24342 When set to 0, the CM MUST exit all Energy Management Modes. The CM utilizes this indicator to determine which Activity Detection thresholds to use following the successful completion of the DBC transaction (see the subsection Entry and Exit for Energy Management Modes in Section 11). REQ24343 If this TLV is not included in a DBC-REQ, the CM MUST continue to operate in the energy management mode in use prior to the DBC transaction. REQ24344 The CM MUST NOT reject a DBC transaction based on the value of this TLV.

REQ24345 In order to ensure that the CM and CMTS remain in sync with respect to Energy Management 1x1 Mode, the CMTS MUST include this TLV in all DBC-REQ messages for CMs in which the Energy Management 1x1 Feature is enabled. For a CM operating in DOCSIS Light Sleep Mode, the CMTS sends a value of 2 for this parameter.

		Type

		Length

		Value



		75

		1

		Energy Management Mode Indicator.

0 = Do not operate in any Energy Management Mode

1 = Operate in Energy Management 1x1 Mode

2 = Operate in DOCSIS Light Sleep (DLS) Mode





[bookmark: API_ID214871]Energy Management - DOCSIS Light Sleep Encodings

The CMTS uses this TLV in a DBC-REQ message to communicate the DOCSIS Light Sleep parameters to a CM in the DBC-REQ message when it puts the CM into DLS Mode. The CMTS only includes these encodings when the CMTS puts the CM into DOCSIS Light Sleep Mode. The CMTS does not include these encodings in a DBC-REQ message sent to a CM which is operating in an Energy Management Mode.

		Type

		Length

		Value



		80

		N

		The DOCSIS Light Sleep parameters that a CM is to use when operating in DOCSIS Light Sleep Mode.





[bookmark: API_ID214873]DLS EM Receive Timer Duration

The CMTS includes this sub-TLV in a DBC-REQ message to communicate the duration of the EM Receive Timer that a CM is to use when operating in DLS Mode. The EM Receive Timer is defined in the subsection DOCSIS Light Sleep (DLS) Feature of Section 11. 

		Type

		Length

		Value



		1

		1

		The duration for the CM's EM Receive Timer. The DLS Receive Timer Duration is specified in units of PLC frame intervals. The valid range is 0 to 2 with a default value of 0.





[bookmark: API_ID214875]DLS Maximum Sleep Latency

The CMTS uses this sub-TLV in a DBC-REQ message to communicate the amount of time a CM would allow an upstream channel queue to keep packets without transitioning to a wake state that a CM is to use when operating in DLS Mode. The use of the Maximum Sleep Latency is described in the subsection DOCSIS Light Sleep (DLS) Feature of Section 11.

		Type

		Length

		Value



		2

		1

		The time (in msec.) that a CM in DLS Mode allows upstream packets to be queued without transitioning to a DLS wake state.

If this TLV is not present, the CM assumes a default value of 100 msec.





[bookmark: API_ID214877]DLS Maximum Sleep Bytes

The CMTS uses this sub-TLV in a DBC-REQ message to communicate the maximum number of bytes that a CM would allow an upstream service flow to enqueue without transitioning to a wake state that a CM is to use when operating in DLS Mode. The number of bytes includes all MAC frame data PDU bytes following the MAC header HCS and to the end of the CRC for the MAC frames enqueued for the service flow. The use of the Maximum Sleep Bytes is described in the DOCSIS Light Sleep (DLS) Feature subsection of Section 11. 

		Type

		Length

		Value



		3

		2

		The maximum number of bytes that a CM in DLS Mode allows to be enqueued without transitioning to a DLS wake state.

If this TLV is not present, the CM assumes a default value of 1 Kbyte.





[bookmark: API_ID290732]FDX Transmission Group Assignment

The value of the field is used by the CMTS to provide the CM with its Transmission Group Assignment information for FDX operation.

A DBC-REQ may contain zero or one Transmission Group Assignment.

		Type

		Length

		Value



		85

		N

		Transmission Group Assignment





[bookmark: API_ID290733]Transmission Group ID

This field identifies the Transmission Group ID associated with this Transmission Group Assignment. This field indicates the Transmission Group ID that is being assigned to the CM. A Transmission Group ID of 0 means no Transmission Group is assigned to the CM. SP_MULPIv3_1-REQ7569 If the Transmission Group ID is 0, the CMTS MUST remove the FDX channels from the TCS and RCS.

		Subtype

		Length

		Value



		85.1

		1

		0 – 255





[bookmark: API_ID290734]RBA Type

SP_MULPIv3_1-REQ7570 This field identifies which RBA message type the CM MUST use. SP_MULPIv3_1-REQ7571 The CMTS MUST include this sub-type whenever assigning a non-zero Transmission Group ID.

		Subtype

		Length

		Value



		85.2

		1

		0 = Use RBA-SW

1 = Use RBA-HW

2-255: Reserved for future use





[bookmark: API_ID290735]RBA Message

SP_MULPIv3_1-REQ7572 The CMTS MUST include the RBA Message encoding within a DBC-REQ message when it modifies the FDX channel assignment for a CM with an assigned TG-ID. SP_MULPIv3_1-REQ7573 The CMTS MUST NOT include the RBA encoding within a DBC-REQ message sent to a CM for which FDX has been disabled. SP_MULPIv3_1-REQ7574 The CM MUST observe the RBA encoding.

This TLV includes all parameters for the RBA message as described in Section 6.4.51, except for the MAC Management Header. SP_MULPIv3_1-REQ7575 The CMTS MUST ensure that the change count in the RBA matches the change count in the current RBA.

		Subtype

		Length

		Value



		85.3

		N

		





[bookmark: API_ID290736]EC Training Ready

SP_MULPIv3_1-REQ7576 The CMTS MUST include the EC Training Ready TLV with a value of ‘1’ in the DBC-ACK message when the CMTS has completed FDX Sounding to indicate to the CM that it is ready for EC Training to begin.

		Type

		Length

		Value



		86

		1

		0 = FDX Sounding is not complete

1 = FDX Sounding is complete, Ready for EC Training

2-255 Reserved





[bookmark: API_ID214879][bookmark: _Toc531185635]Registration, Dynamic Service, and Dynamic Bonding Settings

The TLVs in the following subsections may be included in Registration, Dynamic Service, or Dynamic Bonding messages. Most of these encodings report the physical capabilities and configuration of downstream receive channels and upstream transmit channels on CMs capable of multiple channel operation. 

[bookmark: API_ID214881]Transmit Channel Configuration (TCC)

This field defines operations to be performed on an upstream channel in the Complete Transmit Channel Set. Channels within the Complete Transmit Channel Set (TCS_Complete) can consist of both channels in the Transmit Channel Set (TCS) and the FDX Transmit Channel Set (TCS_FDX).

For operation with DOCSIS 3.0 CMs, it can be used in the Registration and DBC MAC Management Messages. If the CMTS confirms an SC-QAM Multiple Transmit Channel Support TLV with a value greater than zero, the CMTS is required to include the TCC TLV in the REG-RSP-MP. If the CMTS enables SC-QAM Multiple Receive Channel mode and sets the SC-QAM Multiple Transmit Channel Support TLV to zero, either by confirming a CM capability of zero or by disabling SC-QAM Multiple Transmit Channel Support for a modem which indicated support via a non-zero value, the CMTS is permitted to include the TCC TLV in the REG-RSP-MP (subsection CMTS Requirements in Section 10). 

For operation with DOCSIS 3.1 CMs, it is to be used in the Registration and DBC MAC Management Messages. Since the CMTS confirms Multiple Transmit Channel Support, the CMTS is required to include the TCC TLV in the REG-RSP-MP.

If the CMTS includes the TCC TLV in the REG-RSP-MP, then it uses DBC messaging (as opposed to DCC or UCC messaging) to change the CM's upstream channel(s) within a MAC Domain. If the CMTS does not include the TCC TLV in the REG-RSP-MP, then it does not use DBC messaging to change the CM's upstream channel(s); instead, it uses only DCC or UCC messaging for this purpose. The value field of this TLV contains a series of sub-types. 

		Type

		Length

		Value



		46

		N

		 





[bookmark: REQ7Q2IJ8_0][bookmark: REQ7Q2IK9_0][bookmark: REQ7Q2ILA_0]REQ27624 The CMTS MAY include this TLV multiple times within a single message. REQ24346 If the length of the Transmit Channel Configuration (TCC) exceeds 254 bytes, the TCC MUST be fragmented into two or more successive Type 46 elements. REQ24347 Each subsequent TCC fragment MUST begin with a sub-TLV which always contains a complete sub-TLV value unless specified otherwise in the description of the sub-TLV, in which case it could contain a sub-set of the octets of that sub-TLV (see Section C.1.5.1.5). In other words, a sub-TLV instance value cannot span Type 46 TLV fragments without the Type-Length encoding corresponding to that sub-TLV. REQ24348 If it fragments the TCC Encoding, the CMTS MUST ensure that the fragments arrive in order at the CM, as the CM is not required to resequence out-of-order TCC Encoding fragments.

[bookmark: API_ID214888]Transmit Channel Configuration (TCC) Reference 

[bookmark: REQ7Q2INC_0][bookmark: REQ7Q2IOD_0][bookmark: REQFDH071_0][bookmark: REQ7Q2IPE_0]REQ24349 The CMTS MUST assign a unique Transmit Channel Configuration (TCC) Reference per TCC (Type 46 TLV). REQ24350 The CMTS MUST encode this TLV as the first TLV in any complete Type 46 encoding. REQ24351 In a fragmented TCC encoding, the CMTS MUST encode the TCC Reference as the first TLV in the first fragment. REQ27625 In a fragmented TCC encoding, the CMTS MAY also encode the TCC Reference as the first TLV in subsequent fragments. REQ24352 If it encodes the TCC Reference as the first TLV in subsequent fragments of a TCC encoding, the CMTS MUST use the TCC Reference value encoded in the first fragment.

REQ24353 When it receives a fragmented TCC encoding, the CM MUST NOT consider the TCC encoding invalid if the TCC Reference is the first TLV in only the first fragment or if the TCC Reference is the first TLV in each of the fragments. 

		Type

		Length

		Value



		46.1

		1

		0-255: TCC Reference ID





[bookmark: API_ID214895]Upstream Channel Action

The value of this field is used by the CMTS to inform the CM of the action to be performed. These actions include adding the upstream channel to the Transmit Channel Set, changing the ranging SID associated with an upstream channel in the Transmit Channel Set, deleting the upstream channel from the Transmit Channel Set, or replacing the upstream channel within the Transmit Channel Set with a new channel. 

A value of "Change" (2) is used to change the ranging SID associated with the upstream channel in the Transmit Channel Set, or to change the value of the Dynamic Range Window, to change the Testing SID associated with the upstream channel, or to change the OFDMA Upstream Data Profile IUC.

A value of "Re-range" (5) is used to re-range all upstream channels that are included in both the old and the new TCC (any channels not being added, deleted, or replaced) according to the initialization technique provided (refer to Annex C.1.5.1.7). The CM does not re-range upstream channels which are being added, deleted, or replaced. This action is required when the primary downstream channel is being changed or affected by implicit or explicit changes in the Receive Module.

[bookmark: REQ7Q2IRG_0]A value of "No Action" (0) is provided to allow the TCC to be included in a message even when the specified Upstream Channel ID is already in use by the CM. This action indicates that no changes are required for the CM to continue using the upstream channel. REQ24354 The CMTS MUST NOT include a TCC Encoding with an Upstream Channel Action of "No Action" in the DBC-REQ message if the DBC-REQ message includes a TCC Encoding with an Upstream Channel Action of "Re-Range".

REQ24355 This TLV MUST be included exactly once in the TCC.

		Type

		Length

		Value



		46.2

		1

		0 = No Action

1 = Add

2 = Change

3 = Delete

4 = Replace

5 = Re-range

6 – 255: Reserved





[bookmark: API_ID214899]Upstream Channel ID

REQ24356 This TLV MUST be included exactly once in each TCC. It is the ID of the Upstream Channel being operated on. When the action is Replace (4), this ID is the channel being replaced.

REQ24357 When the action is Re-range (5), the value of the upstream channel MUST be 0.

REQ24358 When the Dynamic Range Window TLV is included in the TCC, the value of the upstream channel ID MUST be 0.

		Type

		Length

		Value



		46.3

		1

		0 = All upstream channels (used with an upstream channel action of Re-Range or inclusion of Dynamic Range Window TLV in the TCC)

1-255 = Upstream Channel ID





[bookmark: API_ID214904]New Upstream Channel ID

[bookmark: REQ7Q2IXM_0]REQ24359 When the Upstream Channel Action is Replace (4), this TLV MUST be included exactly once in the TCC. REQ24360 It MUST NOT be present for any other Upstream Channel Action values. This TLV contains the Upstream Channel ID of the new channel which is replacing an existing channel.

		Type

		Length

		Value



		46.4

		1

		1-255: Upstream Channel ID





[bookmark: API_ID214908]UCD

The CMTS includes this TLV when the Upstream Channel Action is either Add or Replace so that the CM will not have to wait for a UCD message for the new upstream channel. Including the UCD in the TCC encoding allows the CM to validate the Dynamic Range Window for the commanded TCS prior to making any changes.

[bookmark: REQ7Q2IZO_0][bookmark: REQ7Q2J0P_0]REQ24361 The CMTS MUST include the UCD encoding within a TCC when the Upstream Channel Action is Add or Replace. REQ24362 The CMTS MUST NOT include the UCD encoding within a TCC when the Upstream Channel Action is No action, Change, Delete, or Re-range. REQ24363 The CM MUST observe the UCD encoding.

		Type

		Length

		Value



		46.5

		N

		 





[bookmark: REQ7Q2J2R_0]This TLV includes all parameters for the UCD message as described in the subsection Upstream Channel Descriptor (UCD) in Section 6, except for the MAC Management Header. REQ24364 The CMTS MUST ensure that the change count in the UCD matches the change count in the UCD of the new channel. REQ24365 The CMTS MUST ensure that the Upstream Channel ID for the new channel is different than the Channel ID for the old channel. The Ranging Required parameter in the new UCD does not apply in this context, since the functionality is covered by the Initialization Technique TLV.

[bookmark: REQFFECC1_0]REQ24366 If the length of the Type 46 TLV exceeds 254 octets after adding the UCD, more than one Type 46 TLV MUST be used to encode the TCC TLV. The UCD may need to be fragmented into two or more Type 46.5 fragments encoded in successive Type 46 TLVs. REQ27698 Each fragment SHOULD be the largest possible that fits into the space available in its parent Type 46 TLV. The CM reconstructs the UCD Substitution by concatenating the contents (value of the TLV) of successive Type 46.5 fragments in the order in which they appear in the Type 46 TLV fragment sequence of the TCC. For example, the first byte following the length field of the second Type 46.5 fragments is treated as if it immediately follows the last byte of the first Type 46.5 fragment.

[bookmark: API_ID214920]Ranging SID

[bookmark: REQ7Q2J4T_0]When present, this TLV provides a SID value to be used by the CM when performing unicast ranging. The CMTS is allowed to assign the Ranging SID a value used on a SID Cluster for this upstream channel or the same value as a Testing SID for this upstream channel. The SID value provided is also used by the CM when performing probing for an OFDMA channel. REQ24367 The CMTS MUST include this TLV if the Upstream Channel Action is Add, Change, or Replace.

		Type

		Length

		Value



		46.6

		2

		SID to be used for ranging and probing (lower 14 bits of 16-bit field)





[bookmark: API_ID214923]Initialization Technique

REQ24368 When present, this TLV allows the CMTS to direct the CM as to what level of re-initialization it MUST perform before it can commence communications on the new channel.

[bookmark: REQ7Q2J5V_0][bookmark: REQ7Q2J6W_0]REQ27626 The CMTS MAY include the Initialization Technique encoding within a TCC when the Upstream Channel Action is Add, Replace or Re-Range. REQ24369 The CMTS MUST NOT include the Initialization Technique encoding within a TCC when the Upstream Channel Action is No action, Change, or Delete. SP_MULPIv3_1-REQ7559 If it includes this TLV when adding or changing an FDX upstream channel assigned to an FDX CM, the CMTS MUST set the Initialization Technique to a value of ‘8’. SP_MULPIv3_1-REQ7560 If it includes this TLV when adding or changing an FDX upstream channel assigned to an FDX-L CM, the CMTS MUST set the Initialization Technique to a value of ‘7’. REQ24370 The CM MUST observe the Initialization Technique encoding if it is specified within a TCC when the Upstream Channel Action is Add, Replace or Re-Range.

REQ27720 When providing an initialization technique of "perform either broadcast or unicast ranging", the CMTS SHOULD provide the CM with both broadcast and unicast ranging opportunities. 

[bookmark: REQ7Q2J7X_0]Upon receipt of a TCC encoding containing an initialization technique of "perform either broadcast or unicast ranging", the CM performs ranging backoff on the broadcast ranging opportunities. REQ24371 However, if a unicast ranging opportunity is received while the CM is performing backoff deferral and the time of the unicast opportunity occurs before the end of the backoff window, the CM MUST instead use the unicast opportunity and perform unicast ranging. This is intended to allow the CM to use the first ranging opportunity.

REQ24372 If this TLV is not present, and ranging is required on a non-FDX channel, the CM MUST perform broadcast initial ranging on the channel before normal operation.

If performing broadcast initial ranging on a channel as a consequence of no Initialization Technique or an initialization technique of "perform broadcast initial ranging", the CM resets its timing (forgets the prior values and ignores any relative ranging).

SP_MULPIv3_1-REQ7561 If this TLV is not present, and ranging is required on an FDX channel, the CM MUST perform station ranging on the channel before normal operation.

		Type

		Length

		Value



		46.7

		1

		1 = (All non-FDX upstream channel types) Perform broadcast initial ranging (IUC3) on new channel before normal operation

2 = (S-CDMA and TDMA channels only) Perform unicast ranging (IUC3 or IUC4) on new channel before normal operation. 

3 = (S-CDMA and TDMA channels only) Perform either broadcast (IUC3) or unicast (IUC3 or IUC4) ranging on new channel before normal operation

4 = (S-CDMA and TDMA channels only) Use new channel directly without reinitializing or ranging 

5 = (OFDMA channels only) Perform probing on new channel before normal operation

6 = (OFDMA channels only) Perform unicast initial ranging (IUC3) on new channel before normal operation

7 = (OFDMA channels only) Perform station ranging (IUC4) on new channel before normal operation

8 = (FDX channels only) Use FDX channel directly, always assuming a successful ranging state

0, 9 – 255: reserved





[bookmark: API_ID214934]Ranging Parameters

The CMTS uses the Ranging Parameters TLV to specify ranging parameters related to upstream channels that are associated with the Transmit Channel Set. The Ranging Parameters TLV specifies ranging parameters on both DOCSIS 3.1 CMs and FDX-L CM. The CMTS does not use the Ranging Parameters TLV to specify ranging parameters for FDX channels for FDX CMs; the CMTS uses the FDX Ranging Power TLV to adjust FDX channel ranging parameters on FDX CMs.

REQ24373 If the upstream channel is not included in the FDX Transmit Channel Set, the CMTS MUST include the Ranging Parameters TLV within the TCC when the Upstream Channel Action is Add or Replace, the Initialization Technique has a value of "2", "3", "4", "5", "6", or "7". REQ24374 The CMTS MUST NOT include the Ranging Parameters encoding within a TCC when the Upstream Channel Action is No action, Change, Delete, or Re-range. SP_MULPIv3_1-REQ7562 The CMTS MUST NOT include the Ranging Parameters when the upstream channel is an FDX channel included in the FDX Transmit Channel Set.

REQ24375 The CM MUST observe this TLV. The value field of this TLV contains a series of sub-types describing parameters to be used when initializing on the channel being added or replaced. 

		Type

		Length

		Value



		46.8

		N

		 





[bookmark: API_ID214939]Ranging Reference Channel ID

REQ24376 The CMTS MUST include this TLV exactly once in the Ranging Parameters TLV. It provides the ID of a channel whose timing and power values are used as the references for the corresponding offsets.

REQ24377 If the Initialization Technique has a value of 2, 3 or 4, the CM MUST use the result of the accumulated frequency adjustments made on the channel designated as the Reference Channel to calculate proportional frequency offsets for any channels being added or replaced by the TCC.

For example, for an SC-QAM channel, if the Reference Channel UCD frequency is 10 MHz and the CM has been given ranging adjustments increasing the frequency by 100 Hz for that channel, the CM would use a scale factor of 100/10E6 for setting the Transmit Frequency Offset for the channels to be added. Continuing the example, if a channel is being added with a UCD frequency of 20 MHz, the CM would set the Initial Tx Frequency to 20 MHz + (20 MHz * 100/10E6) = 20.0002 MHz rounded to Hz for transmitting on the new channel. The CM is not expected to set its Tx Frequency to fractional Hz. 

		Subtype

		Length

		Value



		46.8.1

		1

		1-255: Upstream Channel ID





[bookmark: API_ID214944]Timing Offset, Integer Part

[bookmark: REQ7Q2JE4_0]When present, this TLV provides the value, as an offset from the reference channel, to set the Ranging Offset of the burst transmission for the new channel so that bursts arrive at the expected minislots time at the CMTS. The units are (1/10.24 MHz) = 97.65625 ns. A negative value implies the Ranging Offset is to be decreased, resulting in later times of transmission at the CM. REQ24378 If the upstream channel is not in the FDX Transmit Channel Set, the CMTS MUST include this TLV within the TCC when the Upstream Channel Action is Add or Replace, the Initialization Technique has a value of "2", "3", "4", "5", "6", or "7". REQ24379 The CMTS MUST NOT include this TLV within the TCC when the Upstream Channel Action is Add or Replace and the Initialization Technique is absent or has a value of "1".

[bookmark: REQ7Q2JG6_0]The CMTS does not include the timing offset necessary to compensate for differences in modulation rate (Timing Offset for Modulation Rate Changes Table in [DOCSIS PHYv3.1]) between the Ranging Reference Channel and the upstream channels being added or replaced in the value of this TLV. The CMTS does not include the timing offset necessary to compensate for differences in the pre-equalizer main tap location when applicable between the Ranging Reference Channel and the upstream channels being added or replaced in the value of this TLV. REQ24380 The CM MUST apply this TLV in addition to the timing offset necessary to compensate for differences in modulation rate and pre-equalizer main tap location when applicable between the Ranging Reference Channel and the upstream channels being added or replaced.

		Subtype

		Length

		Value



		46.8.2

		4

		TX timing offset adjustment (signed 32-bit, units of (6.25 microsec/64))





[bookmark: API_ID214950]Timing Offset, Fractional Part

When present, this TLV provides a higher resolution timing adjust offset to be appended to Timing Adjust, Integer Part for the new channel, compared to the reference channel. The units are (1/(256*10.24 MHz)) = 0.3814697265625 ns. This parameter provides finer granularity timing offset information for transmission in S-CDMA mode. REQ24381 The CMTS MUST NOT include this TLV within the TCC when the Upstream Channel Action is Add or Replace and the Initialization Technique is absent or has a value of "1".

		Subtype

		Length

		Value



		46.8.3

		1

		TX timing fine offset adjustment. 8-bit unsigned value specifying the fine timing adjustment in units of 1/(256*10.24 MHz).





[bookmark: API_ID214953]Power Offset

[bookmark: REQ7Q2JI8_0]When present, this TLV provides the transmission power level, as an offset from the reference channel that the CM is to use on the new channel in order that transmissions arrive at the CMTS at the desired power. REQ24382 If the upstream channel is not in the FDX Transmit Channel Set, the CMTS MUST include this TLV within the TCC when the Upstream Channel Action is Add or Replace, the Initialization Technique has a value of "2", "3", "4", "5", "6", or "7". 

		Subtype

		Length

		Value



		46.8.4

		1

		TX power offset adjustment (signed 8-bit, ¼-dB units)





[bookmark: API_ID214956]Frequency Offset

[bookmark: REQ7Q2JJ9_0][bookmark: REQ7Q2JKA_0]This TLV is deprecated. REQ24383 The CMTS MUST NOT include this TLV in the TCC encodings. REQ24384 The CM MUST ignore this TLV.

		Subtype

		Length

		Value



		46.8.5

		2

		Deprecated – formerly the TX frequency offset adjustment (signed 16-bit Hz units)





[bookmark: API_ID214960]Dynamic Range Window

When present, this TLV specifies the value for the top of the Dynamic Range Window (P1.6load_min_set) [DOCSIS PHYv3.1]. REQ24385 The CMTS MUST include this TLV in the REG-RSP-MP.

Because it is not associated with a single upstream channel, the Dynamic Range Window TLV can only be included when the Upstream Channel ID is "0." When the value of the Dynamic Range Window is changing, the Upstream Channel Action is "change." When the value of the Dynamic Range Window is included in the TCC Encodings but not changing, the Upstream Channel Action is "no action" (for example, the CMTS includes the Dynamic Range Window value in a RNG-RSP prior to registration and includes the same Dynamic Range Window in the REG-RSP-MP).

		Subtype

		Length

		Value



		46.9

		1

		Dynamic Range Window – P1.6load_min_set expressed in units of ¼ dB below P1.6hi [DOCSIS PHYv3.1]





NOTE: During normal operation the CMTS controls the CM's Dynamic Range Window value using the RNG-RSP message. Prior to registration, the CM does not need a Dynamic Range Window value. The CM requires a value for the Dynamic Range Window when operating in Multiple Transmit Channel Mode.

[bookmark: API_ID214964]P1.6hi

When present, this TLV specifies the value for P1.6hi [DOCSIS PHYv3.1]. REQ30213 The CMTS MUST include the P1.6hi TLV in the REG-RSP-MP being sent to a DOCSIS 3.1 CM. REQ30214 The CMTS MUST include the P1.6hi TLV in a DBC-REQ message that modifies the TCC encodings of a DOCSIS 3.1 CM. REQ30215 The CMTS MUST NOT include the P1.6hi TLV in TCC encodings sent to a DOCSIS 3.0 CM.

Because it is not associated with a single upstream channel, the CMTS sets the value of the Upstream Channel ID to "0" when sending this sub-TLV in a TCC encoding. Since this sub-TLV is for informative purposes, the value of the Upstream Channel Action is irrelevant.

		Subtype

		Length

		Value



		46.10

		1

		P1.6hi expressed in units of ¼ dBmV [DOCSIS PHYv3.1]





[bookmark: API_ID214970]Assigned OFDMA Upstream Data Profile (OUDP) IUC

When present, this TLV provides a list of IUCs that the CMTS might utilize when allocating grants to this CM. This provides the CM an indication of upstream OFDMA Data Profiles on which it needs to be prepared to transmit. 

REQ24387 The CMTS MUST include this TLV if the Upstream Channel Action is Add or Replace and the Upstream Channel is OFDMA. To update the IUC assignment of an OFDMA upstream channel, the CMTS includes this TLV and provides an Upstream Channel Action of Change.

REQ24388 If the Assigned OFDMA Upstream Data Profile IUC encoding is present in the TCC encoding, the CM MUST replace the current IUC assignment with the IUC assignment provided in the encoding.

		Type

		Length

		Value



		46.11

		N

		List of IUCs assigned for use by the CMTS for this CM. This list contains one or two IUCs.

Values:

1 to 4 – Reserved (used in MAP message)
5 – Data Profile IUC5
6 – Data Profile IUC6
7 to 8 – Reserved (used in MAP message)
9 – Data Profile IUC9
10 – Data Profile IUC 10
11 – Data Profile IUC 11
12 – Data Profile IUC 12
13 – Data Profile IUC 13
All other values reserved





[bookmark: API_ID214975]OFDMA Upstream Data Profile (OUDP) Testing SID

[bookmark: REQ7Q2JPF_0][bookmark: REQFDH1I1_0]When present, this TLV provides a SID value to be used by the CM when performing OUDP testing. REQ24389 The CMTS MUST ensure that this SID value is different from any value used in a SID Cluster on this upstream channel. REQ27627 The CMTS MAY include this TLV if the Upstream Channel Action is Add, Change, or Replace and the Upstream Channel is OFDMA.

		Type

		Length

		Value



		46.12

		2

		Unicast SID to be used for profile testing (lower 14 bits of 16-bit field)





[bookmark: API_ID290738]FDX Dynamic Range Window

When present in a DBC-REQ message, this TLV specifies the value for the top of the FDX Dynamic Range Window (Pload_min_set_FDX) for the FDX Transmit Channel Set, the set of all FDX upstream channels used by an FDX CM [DOCSIS PHYv3.1]. SP_MULPIv3_1-REQ7577 The CMTS MUST include this TLV in the DBC-REQ message which performs the initial FDX upstream channel assignment. SP_MULPIv3_1-REQ7578 The CMTS MUST NOT include the FDX Dynamic Range Window encoding in the Registration Response message.

Because it is not associated with a single FDX upstream channel, the FDX Dynamic Range Window TLV can only be included when the Upstream Channel ID is "0." When the value of the FDX Dynamic Range Window is changing, the Upstream Channel Action is "change." When the value of the FDX Dynamic Range Window is included in the TCC Encodings but not changing, the Upstream Channel Action is "no action".

		Subtype

		Length

		Value



		46.14

		1

		FDX Dynamic Range Window: Pload_min_set_FDX expressed in units of ¼ dB below Pref_FDX [DOCSIS PHYv3.1]





NOTE: The CMTS is required to include an FDX DRW when first assigning FDX upstream channels in the DBC-REQ message. However, once FDX channels have been initialized for normal FDX operation, the CMTS controls the FDX CM's FDX Dynamic Range Window value using the RNG-RSP message. 

[bookmark: API_ID290739]FDX Ranging Power

The FDX Ranging Power TLV provides an FDX CM with the Transmit Power Level of an FDX channel. The transmit power level in the FDX Ranging Power TLV is a two’s complement signed integer value in units of quarter dB.

SP_MULPIv3_1-REQ7579 The CMTS MAY include the FDX Ranging Power TLV within the TCC when the Upstream Channel Action is Add or Replace and the upstream channel is an FDX channel included in the FDX Transmit Channel Set. SP_MULPIv3_1-REQ7580 The CMTS MUST NOT include the FDX Ranging Power encoding within a TCC when the Upstream Channel Action is No action, Change, Delete, or Re-range. SP_MULPIv3_1-REQ7581 The CMTS MUST NOT include the FDX Ranging Parameters when the channel is not an FDX channel and the CM is not an FDX CM.

SP_MULPIv3_1-REQ7582 The CM MUST observe this TLV. SP_MULPIv3_1-REQ7583 If the CMTS does not include the FDX Ranging Power TLV, the CM MUST set its initial ranging power to the bottom of the FDX Dynamic Range Window.

		Type

		Length

		Value



		46.15

		2

		FDX Transmit Power Level (quarter dB)





[bookmark: API_ID290740]OUDP Sounding SID

When present, this TLV provides a SID value to be used by the FDX CM when responding to OUDP Sounding allocations for this upstream FDX channel. SP_MULPIv3_1-REQ7677 The CMTS MAY include this TLV if the Upstream Channel Action is Add, Change, or Replace and the Upstream Channel is an FDX channel included in the FDX Transmit Channel Set. SP_MULPIv3_1-REQ7678 Prior to an FDX CM operating as a test CM in OUDP Sounding, the CMTS MUST assign the OUDP Sounding SID TLV in a DBC-REQ. SP_MULPIv3_1-REQ7679 The CMTS MUST NOT include the OUDP Sounding SID when the channel is not an FDX channel and the CM is not an FDX CM.

		Type

		Length

		Value



		46.16

		2

		SID to be used for OUDP Sounding (lower 14 bits of 16-bit field)





[bookmark: API_ID214979]TCC Error Encodings

This TLV is included to report the status of, or any errors with, the action directed in the TCC.

		Subtype

		Length

		Value



		46.254

		n

		 





[bookmark: API_ID214981]Reported Parameter

[bookmark: REQ7Q2JQG_0]The value of this parameter identifies the subtype of a TCC that is being reported. REQ24390 A TCC Error Set MUST have exactly one Reported Parameter TLV within a given TCC Error Encoding.

		Subtype

		Length

		Value



		46.254.1

		n

		TCC subtype





If the length is one, then the value is the single-level subtype (for example, a value of 0x06 indicates the Ranging SID (Annex C.1.5.1.6). If the length is two, then the value is the multi-level subtype, with the first byte representing the TCC subtype, and the second byte representing the next level subtype (for example, a value of 0x0804 indicates the Power Offset within the Ranging Parameters (Annex C.1.5.1.8.4).

[bookmark: API_ID214984]Error Code

[bookmark: REQ7Q2JRH_0]This parameter indicates the status of the operation. A non-zero value corresponds to the Confirmation Code as described in Annex C.4. REQ24391 A TCC Error Set MUST have exactly one Status Code within a given TCC Status Encoding.

		Subtype

		Length

		Value



		46.254.2

		1

		Confirmation Code





[bookmark: API_ID214987]Error Message

[bookmark: REQFDRRX1_0]This subtype is optional in the TCC Error Set. If present, it indicates a text string to be displayed on the CMTS console and/or log that further describes a rejected TCC operation. REQ27629 A TCC Error Set MAY have zero or one Error Message subtypes within a given TCC Error Encoding.

		Subtype

		Length

		Value



		46.254.3

		n

		Zero-terminated string of ASCII characters





[bookmark: API_ID214990]Service Flow SID Cluster Assignments

[bookmark: REQ7Q2JSI_0]This TLV contains an SFID and channel-to-SID mappings within SID Clusters to be used by the service flow. REQ24392 When present, this TLV MUST be included by the CMTS exactly once per Service Flow.

[bookmark: REQ7Q2JTJ_0]This TLV can be used in Registration, Dynamic Service Add, and Dynamic Bonding Change MAC Management Messages. REQ24393 The CMTS MUST NOT include this TLV in Dynamic Service Change MAC Management Messages.

		Type

		Length

		Value



		47

		N

		Service Flow SID Cluster Assignments





[bookmark: API_ID214995]SFID

[bookmark: REQ7Q2JUK_0]The SFID associated with the SID Cluster. REQ24394 This TLV MUST be included exactly once in a Service Flow SID Cluster Assignment.

		Type

		Length

		Value



		47.1

		4

		Service Flow ID





[bookmark: API_ID214998]SID Cluster Encoding

[bookmark: REQ7Q2JVL_0]This TLV contains a service flow identifier, the channel-to-SID mappings of the SID clusters associated to the service flow, and the service flow's SID Cluster switchover criteria. REQ24395 When present, this TLV MUST be included by the CMTS exactly once for each SID Cluster assigned to the service flow.

		Type

		Length

		Value



		2

		N

		SID Cluster Encodings





[bookmark: API_ID215001]SID Cluster ID

[bookmark: REQ7Q2JWN_0]This TLV contains the SID Cluster ID in the range of  0 to 7. REQ24396 The CMTS MUST include this encoding exactly once per SID Cluster encoding. REQ24397 The CMTS MUST assign values in the range of 0 to M-1 where M is the number of SID Clusters per Service Flow supported by the CM.

		Subtype

		Length

		Value



		47.2.1

		1

		SID Cluster ID





[bookmark: API_ID215005]SID-to-Channel Mapping

[bookmark: REQ7Q2JYP_0]REQ24398 When present, this TLV MUST be included by the CMTS once per channel. This TLV contains the mapping of a channel ID to SID in the SID Cluster. The value field consists of three sub-TLVs. REQ24399 When this TLV is present, the CMTS MUST include each sub-TLV exactly once.

		Subtype

		Length

		Value



		47.2.2

		10

		Sub-TLVs as described below





[bookmark: API_ID215009]SID-to-Channel Mapping: Upstream Channel ID

This subtype indicates the channel ID on which a SID is being mapped.

		Subtype

		Length

		Value



		47.2.2.1

		1

		Upstream Channel ID





[bookmark: API_ID235448]SID-to-Channel Mapping: SID

This subtype gives the SID which is being mapped to the channel indicated in subtype 47.2.2.1.

		Subtype

		Length

		Value



		47.2.2.2

		2

		2-byte SID (lower 14 bits of 16-bit field)





[bookmark: API_ID235453]SID-to-Channel Mapping: Action

This subtype indicates whether the SID indicated in subtype 47.2.2.2 is being added or deleted.

		Subtype

		Length

		Value



		47.2.2.3

		1

		Action:

   1 = add

   2 = delete

   0, 3-255 = reserved





[bookmark: API_ID215011]SID Cluster Switchover Criteria

[bookmark: REQFDRTA1_0][bookmark: REQ7Q2JZQ_0][bookmark: REQ7Q2K0R_0]This TLV contains the SID Cluster Switchover criteria for use by the service flow. REQ27630 The CMTS MAY include this sub-TLV. REQ24400 If the CMTS includes this sub-TLV, it MUST NOT repeat it more than once for a service flow. REQ24401 If the CMTS includes this sub-TLV, it MUST define within it at least one SID Cluster switchover criteria.

		Type

		Length

		Value



		47.3

		N

		SID Cluster Switchover Criteria





[bookmark: API_ID215016]Maximum Requests per SID Cluster

[bookmark: REQFDRU31_0][bookmark: REQ7Q2K1S_0]This is the maximum number of requests that a CM can make with a given SID Cluster before it must switch to a different SID Cluster to make further requests. REQ27631 The CMTS MAY include this sub-TLV. REQ24402 The CMTS MUST NOT include this TLV more than once within a SID Cluster Switchover Criteria sub-TLV.

		Type

		Length

		Value



		47.3.1

		1

		1 – 255 requests

0 = unlimited





A value of 0 represents no limit. If not present, a default value of 0 is used.

[bookmark: API_ID215020]Maximum Outstanding Bytes per SID Cluster

[bookmark: REQFDRUT1_0][bookmark: REQ7Q2K2T_0]This is the maximum number of bytes for which a CM can have requests outstanding on a given SID Cluster. If this many bytes are outstanding and further requests are required, the CM must switch to a different SID Cluster if one is available. If a different SID Cluster is not available, then the CM will stop requesting until there are no bytes outstanding for which the acknowledgement time has not passed. REQ27632 The CMTS MAY include this sub-TLV. REQ24403 The CMTS MUST NOT include this TLV more than once within a SID Cluster Switchover Criteria sub-TLV.

		Type

		Length

		Value



		47.3.2

		4

		1 – 4294967295 bytes

0 = unlimited





A value of 0 represents no limit. If not present, a default value of 0 is used.

[bookmark: API_ID215024]Maximum Total Bytes Requested per SID Cluster

[bookmark: REQFDRVK1_0][bookmark: REQ7Q2K3U_0]This is the maximum total number of bytes a CM can have requested using a given SID Cluster before it must switch to a different SID Cluster to make further requests. REQ27633 The CMTS MAY include this sub-TLV. REQ24404 The CMTS MUST NOT include this TLV more than once within a SID Cluster Switchover Criteria sub-TLV.

		Type

		Length

		Value



		47.3.3

		4

		1 – 4294967295 bytes

0 = unlimited





A value of 0 represents no limit. If not present, a default value of 0 is used.

[bookmark: API_ID215028]Maximum Time in the SID Cluster

[bookmark: REQFDRWC1_0][bookmark: REQ7Q2K4V_0]This is the maximum time in milliseconds that a CM may use a particular SID Cluster before it must switch to a different SID Cluster to make further requests. REQ27634 The CMTS MAY include this sub-TLV. REQ24405 The CMTS MUST NOT include this TLV more than once within a SID Cluster Switchover Criteria sub-TLV.

		Type

		Length

		Value



		47.3.4

		2

		1 – 65535 milliseconds

0 = unlimited





A value of 0 represents no limit. If not present, a default value of 0 is used.

[bookmark: API_ID215032]CM Receive Channel (RCP/RCC) Encodings

DOCSIS 3.1 cable modems support full band capture. Full band capture simplifies the receiver topology significantly in that there is only one level of receiver and there is full flexibility in assignment of receivers to channels. For DOCSIS 3.1 operation, the CM does not include Receive Channel Profile (RCP) Encodings in the Registration Request and the CMTS includes the Simplified Receive Channel Configuration Encodings in its Registration Response/DBC-REQ messages.

When registering with a DOCSIS 3.0 CMTS, the CM includes one or more Receive Channel Profile (RCP) Encodings in its Registration Request to describe the physical layer components that permit it to receive multiple downstream channels. The CMTS returns to the CM in a Registration Response a Receive Channel Configuration (RCC) Encoding that configures the physical layer components to certain frequencies and, if necessary, to certain interconnections between those components. 

After a CM has registered, the CMTS changes the set of downstream channels received by a CM with a Dynamic Bonding Change Request (DBC-REQ) message that contains a Receive Channel Configuration Encoding. 

The Receive Channel Profile Encoding and Receive Channel Configuration Encoding contain many sub-types in common. In this annex, a Receive Channel Profile subtype is denoted as "48.x" and a Receive Channel Configuration subtype is denoted as "49.x". 

		Type

		Length

		Value



		48

		N

		Receive Channel Profile Subtype TLVs (only used for DOCSIS 3.0 registration and DBC)



		49

		N

		Receive Channel Configuration Subtype TLVs





[bookmark: REQFDRX11_0][bookmark: REQ7Q2K6X_0][bookmark: REQ7Q2K7Y_0][bookmark: REQ7Q2K8Z_0]REQ24406 The CM MUST support these TLVs. REQ27635 The CM MAY repeat the RCP TLV in a Registration-Request to describe multiple Receive Channel Profiles. REQ24407 The CMTS MUST support these TLVs. REQ24408 The CMTS MUST silently ignore invalid RCP encodings. REQ24409 The CMTS MUST silently ignore unknown RCP subtype encodings and process known RCP subtype encodings normally.

[bookmark: REQ7Q2KA1_0]REQ24410 The CM MUST send RCP encodings to a DOCSIS 3.0 CMTS. REQ24411 The CM MUST NOT send RCP encodings to a DOCSIS 3.1 CMTS.

[bookmark: REQ7Q2KF3_0]REQ24412 The CM MUST fragment an RCP encoding that exceeds 255 bytes in length (note that as per the subsection Receive Channel Profile Reporting Control TLV in Section 6, the CM only sends these fragmented RCPs if the CMTS indicates that it can support them). REQ24413 The CMTS MUST support reception of fragmented RCPs. 

[bookmark: REQ7Q2KH5_0][bookmark: REQ7Q2KI6_0]REQ24414 The CMTS MUST support the ability to fragment RCCs that are greater than 255 bytes in length. REQ24415 The CMTS MUST NOT fragment an RCC that is 255 bytes or less in length. REQ24416 The CM MUST support the reception of a fragmented RCC from the CMTS.

REQ24417 The CMTS MUST NOT transmit a fragmented RCC to a CM that advertises a Multiple Receive Channel Support capability of less than 8 (Annex C.1.3.1.29).

REQ24418 If an RCP is fragmented, the CM MUST fragment the RCP at sub-TLV boundaries within the Receive Channel Profile TLV, TLV 48. This means that an RCP fragment contains complete RCP sub-TLVs. 

REQ24419 If an RCC is fragmented, the CMTS MUST fragment the RCC at sub-TLV boundaries within the Receive Channel configuration TLV, TLV 49. This means that an RCC fragment contains complete RCC sub-TLVs.

[bookmark: API_ID215051]RCP-ID 

In an RCP, the RCP-ID identifies the RCP being described. A REG-REQ-MP may have multiple RCP Encodings that describe different logical profiles for configuring the physical interface of the CM. 

[bookmark: REQFDRXR1_0][bookmark: REQ7Q2KMA_0]A Receive Channel Configuration has a single RCP-ID that assigns the CM to use a particular Receive Channel Profile that it supports. REQ27636 The CMTS MAY change the assigned RCP-ID for a CM in a DBC-REQ to the CM. REQ24420 The CM MUST support a change of RCP-ID communicated in a DBC-REQ message.

REQ24421 The CM MUST include the RCP-ID sub-TLV as the first sub-TLV and exactly once within each instance of TLV 48 (RCP) that it transmits. In other words, each RCP fragment will start with the RCP-ID sub-TLV, and unfragmented RCPs will also start with the RCP-ID.

REQ24422 The CMTS MUST include the RCP-ID sub-TLV as the first sub-TLV and exactly once within each instance of TLV 49 (RCC) that it transmits. In other words, each RCC fragment will start with the RCP-ID sub-TLV, and unfragmented RCCs will also start with the RCP-ID.

		Type

		Length

		Value



		48.1

		5

		Bytes 0,1,2: Organization Unique ID
Bytes 3,4: OUI-specific profile ID



		49.1

		5

		Assigned RCP-ID





[bookmark: API_ID215059]RCP Name

[bookmark: REQFDRYG1_0]This parameter defines a human-readable, descriptive name for the Receive Channel Profile. The RCP Name is assigned by the vendor and is not guaranteed to be globally unique. It is recommended that the vendor assign RCP Names uniquely within an OUI. REQ27637 The CM MAY include the RCP Name encoding in an RCP encoding.

		Type

		Length

		Value



		48.2

		1..15

		Informational DisplayString corresponding to RCP-ID





[bookmark: API_ID215062]RCP Center Frequency Spacing

[bookmark: REQ7Q2KPD_0][bookmark: REQ7Q2KQE_0]This parameter defines the interval between center SC-QAM frequencies in a Receive Module. REQ24423 The CM MUST include the RCP Center Frequency Spacing TLV in a verbose RCP encoding. REQ24424 The CM MUST NOT include the RCP Center Frequency Spacing TLV in a non-verbose RCP encoding.

		Type

		Length

		Value



		48.3

		1

		6 = 6 MHz channels

8 = 8 MHz channels





[bookmark: API_ID215066]Receive Module Encoding

This TLV describes a Receive Module of the CM. A Receive Module is often configured to be a block of adjacent center SC-QAM channel frequencies at the center frequency spacing of the RCP. 

Each Receive Module Encoding consists of multiple subtypes.

[bookmark: REQ7Q2KRF_0][bookmark: REQ7Q2KSG_0]REQ27638 The CM MAY include the Receive Module Encoding TLV in a verbose RCP encoding. REQ24425 The CM MUST NOT include the Receive Module Encoding TLV in a non-verbose RCP encoding. REQ24426 In the RCC, the CMTS MUST include all Receive Module encodings associated with the Receive Channels configured in the RCC.

		Type

		Length

		Value



		48.4

		N

		Receive Module Capability



		49.4

		N

		Receive Module Assignment





[bookmark: API_ID215071]Receive Module Index

[bookmark: REQ7Q2KTH_0][bookmark: REQ7Q2KUI_0]This is signaled by the CM in an RCP and the CMTS in an RCC to identify a Receive Module. This parameter is required to be present exactly once in each Receive Module Encoding. REQ24427 The CM MUST include exactly one Receive Module Index in a Receive Module Encoding of an RCP Encoding. REQ24428 The CMTS MUST include exactly one Receive Module Index in a Receive Module Encoding of an RCC Encoding. It is expected that RCPs containing OFDM Channel encoding will contain only a single receive module encoding.

		Type

		Length

		Value



		48.4.1

		1

		Receive Module index being described, starting from 1



		49.4.1

		1

		Receive Module index being assigned





[bookmark: API_ID215076]Receive Module Adjacent Channels

This TLV is not needed in DOCSIS 3.1, and has been removed.

[bookmark: API_ID215078]Receive Module SC-QAM Channel Block Range

DOCSIS defines various downstream frequency ranges over which a CM may be capable of operating. This parameter indicates the limited range of the SC-QAM channel block in terms of a minimum of the first center frequency of the channel block and a maximum of the last center frequency of the channel block. This parameter is encoded with two required subtypes. 

REQ27639 The CM MAY include the Receive Module SC-QAM Channel Block Range TLV in a Receive Module Encoding of an RCP Encoding. For RCPs indicating an RCP SC-QAM Center Frequency Spacing of 6 MHz, the absence of this TLV is equivalent to a Receive Module Minimum SC-QAM Center Frequency of 111 MHz and a Receive Module Maximum SC-QAM Center Frequency of 999 MHz. For RCPs indicating an RCP SC-QAM Center Frequency Spacing of 8 MHz, the absence of this TLV is equivalent to a Receive Module Minimum SC-QAM Center Frequency of 112 MHz and a Receive Module Maximum SC-QAM Center Frequency of 1002 MHz.

		Type

		Length

		Value



		48.4.3

		12

		The Minimum SC-QAM Center Frequency and Maximum SC-QAM Center Frequency subtypes as described immediately below.





[bookmark: API_ID235487]Receive Module Minimum SC-QAM Center Frequency

		Type

		Length

		Value



		48.4.3.1

		4

		Minimum center frequency (Hz) of the first SC-QAM channel of the block





[bookmark: API_ID235488]Receive Module Maximum SC-QAM Center Frequency

		Type

		Length

		Value



		48.4.3.2

		4

		Maximum center frequency (Hz) of the last SC-QAM channel of the block





[bookmark: API_ID215082]Receive Module First SC-QAM Channel Center Frequency Assignment 

[bookmark: REQ7Q2KVJ_0][bookmark: REQ7Q2KWK_0][bookmark: REQ7Q2KXL_0]This subtype is included only in a Receive SC-QAM Channel Configuration (RCC) to assign a Receive Module corresponding to a block of adjacent SC-QAM center frequencies to a particular point in the spectrum. REQ24429 When the Receive Module Adjacent Channels TLV is present in a Receive Module associated with an assigned Receive Channel, the CMTS MUST include a Receive Module First SC-QAM Channel Center Frequency Assignment TLV in its RCC to the CM. REQ24430 The CMTS MUST NOT assign a First SC-QAM Channel Center Frequency such that any center frequency in the channel block falls outside the frequency range limits communicated in the Receive Module SC-QAM Channel Block Range. REQ24431 The CMTS MUST assign the First SC-QAM Channel Center Frequency to be a multiple of 62500 Hz.

		Type

		Length

		Value



		49.4.4

		4

		Assigned center frequency of the first channel of the Receive Module SC-QAM channel block, in Hz.





[bookmark: API_ID215087]Receive Module Resequencing Channel Subset Capability

[bookmark: REQFDS1M1_0][bookmark: REQ7Q2KYM_0]This parameter, if present in a Receive Module Encoding, signals that the Receive Module represents a subset of Receive Channels of the CM within which resequencing can be performed. If omitted, the CMTS assumes that any subset of Receive Channels of the CM may be signaled as a Resequencing Channel List for a DSID. REQ27640 The CM MAY include one or more Resequencing Channel Subset encodings in a Receive Module encoding of a RCP. REQ24432 The CM MUST NOT signal more than one Resequencing Channel Subset encoding for any Receive Channel.

		Type

		Length

		Value



		48.4.5

		N

		BITS Encoding with bit position N set to 1 if Receive Channel N is a part of the subset within which resequencing can be performed. Bit position 0 (the most significant bit) is unused and must be zero.





[bookmark: API_ID215091]Receive Module Connectivity

[bookmark: REQ7Q2KZN_0][bookmark: REQFDS2H1_0]This parameter, if present in an RCP, indicates via a bit map the set of other "higher-layer" Receive Modules to which the currently described Receive Module may attach. REQ24433 If more than one higher-layer Receive Module is signaled, the CMTS MUST select only one of them, and include a Receive Module Connectivity subtype in an RCC that indicates the single other higher-layer Receive Module that it selected. REQ27641 The CM MAY include the Receive Module Connectivity TLV in a Receive Module encoding of a RCP.

		Type

		Length

		Value



		48.4.6

		N

		BITS Encoding with bit K set to 1 for each Receive Module Index K to which the currently described Receive Module may connect. Bit 0 is the most significant bit.



		49.4.6

		N

		BITS Encoding with one bit set for the Receive Module to which the current Receive Module is assigned to attach. Bit 0 is the most significant bit.





[bookmark: API_ID215095]Receive Module Common Physical Layer Parameter

[bookmark: REQFDS3G1_0]This parameter, if present in an RCP, indicates which physical layer parameters must be the same for all Receive Channels connected to the Receive Module. REQ27642 The CM MAY include the Receive Module Common Physical Layer Parameter TLV in a Receive Module encoding of a RCP.

		Type

		Length

		Value



		48.4.7

		N

		BITS Encoding indicating what parameters must be the same:

Bit Position 0 (0x80): QAM Modulation Order 

Bit Position 1 (0x40): Interleave





[bookmark: API_ID215098]Receive Channels

Receive Channels (RCs) represent individual SC-QAM demodulators. Receive Channels may be associated with a single position within a Receive Module's channel block. 

[bookmark: REQ7Q2L1P_0]REQ24434 The CM MUST include at least one Receive Channel subtype in each Receive Channel Profile Encoding. REQ24435 The CMTS MUST assign at least one Receive Channel subtype in each Receive Channel Configuration Encoding. The CMTS is not required to send a Receive Channel subtype in the Receive Channel Configuration for every Receive Channel subtype present in the Receive Channel Profile.

		Type

		Length

		Value



		48.5

		N

		Receive Channel (RC) capable of being assigned



		49.5

		N

		Receive Channel assigned by CMTS





[bookmark: API_ID215103]Receive Channel Index

[bookmark: REQ7Q2L3R_0]REQ24436 The CM MUST include exactly one Receive Channel Index in each Receive Channel Encoding in an RCP encoding. REQ24437 The CMTS MUST include exactly one Receive Channel Index in each Receive Channel Encoding in an RCC encoding.

		Type

		Length

		Value



		48.5.1

		1

		RC Index within the RCP



		49.5.1

		1

		RC Index within the RCC





[bookmark: API_ID215106]Receive Channel Connectivity

[bookmark: REQ7Q2L4S_0][bookmark: REQ7Q2L5T_0]This parameter, if present in an RCP, indicates via a bit map the non-null set of Receive Modules to which the Receive Channel may attach. REQ24438 If the Receive Channel is not connected to any Receive Module, the CM MUST omit this parameter. REQ24439 When present in an RCP, the CMTS MUST select a single Receive Module and include a Receive Channel Connectivity subtype in an RCC that indicates the single Receive Module that it selected. For RCPs indicating a RCP Center Frequency Spacing of 6 MHz, the absence of this TLV indicates that the Receive Channel can be assigned to any center frequency between 111 MHz and 999 MHz. For RCPs indicating a RCP Center Frequency Spacing of 8 MHz, the absence of this TLV indicates that the Receive Channel can be assigned to any center frequency between 112 MHz and 1002 MHz.

		Type

		Length

		Value



		48.5.2

		N

		Receive Channel Connectivity Capability. BITS encoding with bit position K set to 1 when RC can connect to Receive Module Index K. Bit position 0 is the most significant bit.



		49.5.2

		N

		Receive Channel Connectivity Assignment. BITS encoding with only 1 bit position K set indicating the assigned connection of the RC to the Receive Module with index K. Bit position 0 is the most significant bit.





[bookmark: API_ID215111]Receive Channel Connected Offset

[bookmark: REQFDS451_0]When an RCP Receive Channel Connectivity indicates that the RC is connected to a single Receive Module corresponding to a block of channels, this parameter can be used to indicate a fixed position that this Receive Channel occupies in that Receive Module. The position of 1 indicates the first (i.e., lowest frequency) channel in the Receive Module. REQ27643 The CM MAY include the Receive Channel Connected Offset in a Receive Channel encoding of an RCP encoding.

		Type

		Length

		Value



		48.5.3

		1

		Assigned (1-based) position with the channel block of a single Receive Module





[bookmark: API_ID215114]Receive Channel Center Frequency Assignment 

[bookmark: REQ7Q2L7V_0]REQ24440 The CMTS MUST include the SC-QAM Receive Channel Center Frequency Assignment TLV in a Receive Channel encoding of an RCC encoding to assign a particular center frequency to a Receive Channel. REQ24441 The CMTS MUST assign the Center Frequency as a multiple of 62500 Hz. 

		Type

		Length

		Value



		49.5.4

		4

		Assigned center frequency of the channel, in Hz.





[bookmark: API_ID215117]Receive Channel Primary Downstream Channel Indicator

This subtype is included in a Receive Channel Profile (RCP) or Receive Channel Configuration (RCC) to control assignment of the CM's Primary Downstream Channel.

		Type

		Length

		Value



		48.5.5

		1

		A value of 1 indicates that the Receive Channel is capable of operating as the CM's primary downstream channel. A value of 0 indicates that the Receive Channel is not capable of operating as the CM's primary downstream channel. 

If omitted, the default is 0.



		49.5.5

		1

		A value of 0 indicates that the channel is not assigned to be the CM's primary downstream channel.

A value of 1 indicates that the channel is assigned to be the CM's primary downstream channel. 

Any other value is considered invalid.

If omitted, the default is 0.





REQ24443 The CMTS MUST assign a DOCSIS 3.0 CM a single SC-QAM Receive Channel as its primary downstream channel in the RCC. 

[bookmark: API_ID215121]Simplified Receive Channel Configuration 

This subtype is included in a Receive Channel Configuration (RCC) to control assignment of the Receive channels. The Simplified RCC subtype replaces the RCP-ID encoding, Receive Module encodings, and Receive Channel encodings that were used for DOCSIS 3.0 operation.

[bookmark: REQ7Q2LBZ_0]REQ24444 A CMTS registering a DOCSIS 3.1 CM MUST include the Simplified Receive Channel Configuration encoding in the REG-RSP-MP in order to configure the CM's receivers. REQ24445 When changing the RCC of a DOCSIS 3.1 CM, a CMTS MUST include the Simplified Receive Channel Configuration encoding in the DBC-REQ in order to configure the CM's receivers.

REQ31513 The CM MUST use the Downstream Active Channel List TLV in the current MDD message to obtain the parameters of the downstream channel to which the CM is assigned.

		Type

		Length

		Value



		49.7

		N

		Simplified Receive Channel assignment encoding





[bookmark: API_ID235538]Primary Downstream Channel Assignment

[bookmark: REQ7Q2LD1_0]REQ24446 The Primary Downstream Channel Assignment encoding provides the CM with a priority ordered list of primary capable DS channel IDs that the CM MUST attempt to use as its primary DS channel. REQ24447 In case of primary downstream failure, the CM MUST attempt to use the highest priority usable DS channel ID from the list as the Back-up Primary Downstream Channel.

REQ24448 The CMTS MUST include this TLV in the Simplified Receive Channel.

		Type

		Length

		Value



		49.7.1

		N

		A priority ordered list of N 1-byte downstream channel IDs (DCIDs). The list represents the order in which the CM should attempt to use the specified DCIDs as primary channels.





[bookmark: API_ID235544]Downstream Channel Assignment

The Downstream Channel Assignment encoding provides the CM with a list of non-primary DS channel IDs the CM should attempt to acquire.

REQ24449 When assigning non-primary downstream channels, the CMTS MUST include this TLV in the Simplified Receive Channel.

		Type

		Length

		Value



		49.7.2

		N

		A list of N 1-byte non-primary downstream channel IDs (DCIDs).





[bookmark: API_ID235551]Downstream Profile Assignment

The Downstream Profile Assignment encoding provides the CM with the DS profile ID(s) and OFDM Receive channel association. REQ24450 The CMTS MUST assign at least one DS profile ID for each OFDM Receive Channel encoded in the Downstream Channel Assignment encodings.

[bookmark: REQLEJ5P1_0]REQ24451 The CMTS MUST include this TLV in the Simplified Receive Channel encodings if the Simplified Receive Channel encodings contain an OFDM channel. REQ30379 The CMTS MUST include one instance of the Downstream Profile Assignment encoding per OFDM downstream channel in the Simplified Receive Channel encodings.

		Type

		Length

		Value



		49.7.3

		N

		An OFDM Receive Channel and its associated profile ID(s).





[bookmark: API_ID235560](1)	DCID

The DCID encoding provides the CM with the downstream channel ID of the OFDM channel.

REQ24452 The CMTS MUST include this TLV in the Simplified Receive Channel encodings if the Simplified Receive Channel encodings contain an OFDM channel.

		Type

		Length

		Value



		49.7.3.1

		1

		DCID





[bookmark: API_ID235566](2)	Profile List

The Profile List encoding provides the CM with the list of downstream profiles assigned to the OFDM downstream channel.

REQ24453 The CMTS MUST include this TLV in the Simplified Receive Channel encoding if the Simplified Receive Channel encodings contain an OFDM channel.

		Type

		Length

		Value



		49.7.3.2

		N

		A list of N 1-byte downstream OFDM profile IDs assigned for the OFDM channel





[bookmark: API_ID215135]Partial Service Downstream Channels

[bookmark: REQ7Q2LK8_0]This subtype is used to provide the CMTS a list of the downstream channels that could not be acquired by the CM as a result of a REG-RSP-MP or a DBC-REQ. REQ24454 The CM MUST include the Partial Service Downstream Channels TLV if there were no errors in the RCC, but it was unable to acquire all of the downstream channels it was directed to by the RCC.

		Type

		Length

		Value



		49.6

		N

		List of N 1-byte downstream SC-QAM channel IDs and OFDM channel IDs that could not be acquired.





[bookmark: API_ID215138]Primary Downstream Channel

[bookmark: REQ7Q2LL9_0]The Primary Downstream Channel subtype provides the CMTS with the downstream channel that the CM used as its Primary Downstream Channel. REQ24455 If the Registration Response contains Simplified Receive Channel Configuration encodings, the CM MUST include this TLV in the REG-ACK. REQ24456 If the DBC-REQ contains Simplified Receive Channel Configuration encodings, the CM MUST include this TLV in the DBC-RSP message.

		Type

		Length

		Value



		49.8

		1

		Downstream channel ID of primary downstream channel.





[bookmark: API_ID215142]Receive Channel Profile/Configuration Vendor Specific Parameters

[bookmark: REQFDS5X1_0]REQ27644 The CM MAY include Vendor Specific Parameters in a manufacturer-specific RCP encoding. REQ27645 The CMTS MAY include Vendor Specific Parameters in an RCC encoding assigned to a manufacturer-specific profile. 

A valid Vendor Specific Parameter Encoding is encoded as a set of subtypes with the first subtype providing the Vendor Identifier subtype (see Annex C.1.3.1.41).

		Type

		Length

		Value



		48.43

		N

		Vendor Specific Parameters



		49.43

		N

		Vendor Specific Parameters





[bookmark: API_ID215146]RCC Error Encodings

This TLV is included to report the status of, or any errors with, the actions directed in the RCC. SP_MULPIv3_1-REQ7585 An RCC Error Set MUST have exactly one Receive Module, Receive Channel, Simplified Receive Channel, or Downstream Channel ID TLV within a given RCC Error Encoding.

		Type

		Length

		Value



		49.254

		n

		 





[bookmark: API_ID215148]RCC Error Type

[bookmark: REQ7Q2LNB_0]The RCC Error Type identifies the RCC sub-type to which the error applies. The error being reported applies to either a Receive Module, a Receive Channel, or a Simplified Receive Channel encoding. REQ24458 When registering with a DOCSIS 3.1 CMTS, the CM MUST report on erroneous channels using the Simplified Receive Channel value. When responding to a DBC-REQ message adding FDX channels, the FDX CM does not include the RCC Error Type TLV.

		Type

		Length

		Value



		49.254.1

		1

		4 = Receive Module
5 = Receive Channel
6 = Simplified Receive channel
0-3, 7-255 = Reserved





[bookmark: API_ID215152]DOCSIS 3.0 RCC Error Identifier

[bookmark: REQ7Q2LPD_0]The DOCSIS 3.0 RCC Error Identifier identifies the Receive Module Index or Receive Channel Index on which the error is being reported. REQ24459 For DOCSIS 3.0 operation, an RCC Error Set MUST have exactly one Receive Module Index or Receive Channel Index TLV within a given RCC Error Encoding. This encoding is not utilized for DOCSIS 3.1 operation.

REQ24460 When registering with a DOCSIS 3.0 CMTS, the CM MUST report Receive Module and Receive Channel errors.

		Subtype

		Length

		Value



		49.254.2

		1

		Receive Module Index or Receive Channel Index





[bookmark: API_ID215157]Reported Parameter

[bookmark: REQ7Q2LRF_0]The Reported Parameter identifies the subtype of a Receive Module, Receive Channel, or Simplified Receive Channel that is being reported. REQ24461 An RCC Error Set MUST have exactly one Reported Parameter TLV within a given RCC Error Encoding. When responding to a DBC-REQ message adding FDX channels, the FDX CM does not include the Reported Parameter TLV.

		Subtype

		Length

		Value



		49.254.3

		1

		Receive Module, Receive Channel, or Simplified Receive Channel Subtype





[bookmark: API_ID215160]Error Code

[bookmark: REQ7Q2LSG_0]This parameter indicates the status of the operation. A non-zero value corresponds to the Confirmation Code as described in Annex C.4. REQ24462 An RCC Error Set MUST have exactly one Error Code within a given RCC Error Encoding.

		Subtype

		Length

		Value



		49.254.4

		1

		Confirmation Code





[bookmark: API_ID215163]Error Message

[bookmark: REQFDTNW1_0]This subtype is optional in the RCC Error Set. If present, it indicates a text string to be displayed on the CMTS console and/or log that further describes a rejected RCC operation. REQ27646 An RCC Error Set MAY have zero or one Error Message subtypes within a given RCC Error Encoding.

		Subtype

		Length

		Value



		49.254.5

		n

		Zero-terminated string of ASCII characters





[bookmark: API_ID290744]Downstream Channel ID

This subtype is optional in the RCC Error Set. If present, it indicates the downstream channel ID of the downstream channel in the Simplified RCC on which the error has occurred. The FDX compatible CM uses the Downstream Channel ID field to communicate the DS channel ID associated with the error code in the case of erroneous channel operation. SP_MULPIv3_1-REQ7586 When responding to a DBC-REQ message adding FDX channels, the CM MUST include the downstream channel ID when reporting on erroneous channels in the RCC Error Encoding.

		Subtype

		Length

		Value



		49.254.6

		1

		Downstream Channel ID





[bookmark: API_ID215166]DSID Encodings

The value of this field is used by the CMTS to provide the CM with the DSID encodings assigned by the CMTS. It can be used in Registration and DBC MAC Management Messages.

		Type

		Length

		Value



		50

		N

		DSID Encodings





REQ27647 The CMTS MAY include multiple instances of these TLVs. 

[bookmark: API_ID215169]Downstream Service Identifier (DSID)

The value of this field is used by the CMTS to provide the CM with the DSID assigned by the CMTS.

		Type

		Length

		Value



		50.1

		3

		DSID (1-1048575)





REQ24463 The CMTS MUST include this TLV. 

[bookmark: API_ID215172]Downstream Service Identifier Action

The value of this field is used by the CMTS to inform the CM as to whether it is adding, changing, or deleting the DSID.

		Type

		Length

		Value



		50.2

		1

		0 = Add

1 = Change

2 = Delete

3 – 255: Reserved





REQ24464 The CMTS MUST include this sub-TLV with any DSID encoding.

[bookmark: API_ID215175]Downstream Resequencing Encodings

The value of this field specifies the downstream resequencing encodings assigned by the CMTS.

		Type

		Length

		Value



		50.3

		N

		Encoded resequencing attributes





[bookmark: REQ7Q2LVK_0]REQ24465 The CMTS MUST include this TLV if adding or changing a resequencing DSID. REQ24466 The CMTS MUST NOT include this TLV if the DSID is a not a resequencing DSID.

[bookmark: API_ID215179]Resequencing DSID

The value of this field is used by the CMTS to notify the CM that the DSID is being used for resequencing.

		Subtype

		Length

		Value



		50.3.1

		1

		1 = DSID is a resequencing DSID

0, 2 – 255: Reserved





REQ24467 The CMTS MUST include this sub-TLV.

[bookmark: API_ID215182]Downstream Resequencing Channel List

The value of the field is used by the CMTS to provide the CM with a list of downstream channels associated with the DSID for reassembly.

		Subtype

		Length

		Value



		50.3.2

		n

		DCID[1], DCID[2], ... , DCID[n]





[bookmark: REQ7Q2LXM_0][bookmark: REQ7Q2LYN_0][bookmark: REQ7Q2LZO_0]REQ27648 The CMTS MAY include this sub-TLV. REQ24468 If rapid loss detection is desired for a subset of channels within the Receive Channel Set, the CMTS MUST include this sub-TLV. REQ24469 If this sub-TLV is present, the CM MUST perform rapid loss detection on the set of downstream channels indicated by this sub-TLV. REQ24470 If this sub-TLV is not present, the CM MUST associate all of the channels in the Receive Channel Set with the DSID for rapid loss detection.

[bookmark: API_ID215188]DSID Resequencing Wait Time

The value of the field is used by the CMTS to provide the CM with the value of the DSID Resequencing Wait Time in units of 100 usec.

		Subtype

		Length

		Value



		50.3.3

		1

		1 - 180





REQ27649 The CMTS MAY include this sub-TLV. REQ24471 If this TLV is not included for a resequencing DSID, the CM MUST assume the maximum DSID Resequencing Wait Time value defined in Annex B.

[bookmark: API_ID215192]Resequencing Warning Threshold

The usage of this field is described in the subsection Sequenced Downstream Packets in Section 8.

		Subtype

		Length

		Value



		50.3.4

		1

		0 - 179





[bookmark: REQ7Q2M1Q_0][bookmark: REQ7Q2M2R_0]REQ27650 The CMTS MAY include this sub-TLV. REQ24472 If included, the value of Resequencing Warning Threshold MUST be less than the value of DSID Resequencing Wait Time. REQ24473 If this TLV is not included for a resequencing DSID, or is included with the value 0, the CM MUST assume that threshold counting and reporting is disabled.

[bookmark: API_ID215197]CM-STATUS Maximum Event Hold-Off Timer for Sequence Out-of-Range Events

The value of this field is used by the CMTS to provide the CM with the value of the hold-off timer for the out-of-range events in units of 20 msec.

		Subtype

		Length

		Value



		50.3.5

		2

		CM-STATUS Hold-off Timer for Out-of-Range Events (in 20 msec.)





[bookmark: REQ7Q2M3S_0]REQ27651 The CMTS MAY include this sub-TLV. REQ24474 If this TLV is not included for a resequencing DSID, the CM MUST use the STATUS Backoff Timer value communicated to the CM in the MDD message.

[bookmark: API_ID215201]Rapid Loss Detection Configuration

The value of this field is used by the CMTS to enable or disable rapid loss detection for the DSID on a CM.

		Subtype

		Length

		Value



		50.3.6

		1

		0: disable rapid loss detection

1: enable rapid loss detection





[bookmark: REQ7Q2M4T_0]REQ27652 The CMTS MAY include the Rapid Loss Detection Configuration sub-TLV. REQ24475 If this TLV is not included for a resequencing DSID, the CM MUST assume that rapid loss detection is enabled for this DSID.

[bookmark: API_ID215205]Multicast Encodings

The value of this field specifies the multicast encodings assigned by the CMTS to a DSID.

		Type

		Length

		Value



		50.4

		N

		Encoded multicast attributes





[bookmark: API_ID215207]Client MAC Address Encodings

The value of this field is used by the CMTS to provide the CM with the client MAC address(es) joining or leaving the multicast group.

		Subtype

		Length

		Value



		50.4.1

		N

		Client MAC address encodings





[bookmark: REQ7Q2M5U_0]REQ27653 The CMTS MAY include multiple instances of this sub-TLV. REQ24476 The CMTS MUST include exactly one of the client MAC address action and client MAC address TLV encodings for each instance of this TLV. See the subsection Changes to Multicast Encodings in Section 11 for the interaction with the Multicast CMIM.

[bookmark: API_ID235602]Client MAC Address Action

The value of this field is used by the CMTS to inform the CM as to whether it is to add or delete the client MAC address.

		Subtype

		Length

		Value



		50.4.1.1

		1

		0 = Add

1 = Delete

2 – 255: Reserved





[bookmark: API_ID235603]Client MAC Address

The value of this field is used by the CMTS to provide the CM with the source MAC address joining or leaving the multicast group associated with the group flow label.

		Subtype

		Length

		Value



		50.4.1.2

		6

		Client MAC Address





[bookmark: API_ID215212]Multicast CM Interface Mask

This field is used by the CMTS to provide a bit mask representing the interfaces of the CM to which the CM is to forward multicast traffic associated with the DSID. Each bit of CM interface mask corresponds to an interface, logical or physical. By convention, bit position 0 corresponds to the CM's IP stack, even though it is not an actual interface.

For example, a Multicast CMIM intended to match all of the external CPE interfaces of a CM has a CMIM value setting bits 1 and 5-15, i.e., an encoding of either 0x47FF or 0x47FF0000. Either value is valid.

		Subtype

		Length

		Value



		50.4.2

		N

		BITS Encoded bit map with bit position K representing eCM logical interface index value K. Bit position 0 represents the eCM "self" host itself. Bit position 0 is the most significant bit of the most significant octet. The Embedded DOCSIS specification [DOCSIS eDOCSIS] defines the interface index assignments. For information purposes, current assignments include:

Bit 0 (0x80): CM's IP stack

Bit 1 (0x40): primary CPE Interface (also eRouter)

Bit 2 (0x20): RF interface 

Bits 3,4: reserved

Bits 5..15 (0x07 FF): Other CPE Interfaces

Bits 16-31: Logical CPE Interfaces for eSAFE hosts. Current assignments include: 

Bit 16 (0x00 00 80): PacketCable-EMTA

Bit 17 (0x00 00 40): eSTB-IP

Bit 18 (0x00 00 20): reserved

Bits 19..31 (0x00 00 1F FF): Other eSAFE interfaces





REQ27654 The CMTS MAY include exactly one instance of this sub-TLV. See the subsection Changes to Multicast Encodings in Section 11 11 for the interaction with the Client MAC Address Encodings.

[bookmark: API_ID215216]Multicast Group MAC Addresses Encodings

The value of this field is used by the CMTS to provide the CM with the multicast group MAC address(es) (GMACs) of the multicast group. In most cases, the CMTS will provide one GMAC.

		Type

		Length

		Value



		50.4.3

		N

		GMAC[1], GMAC[2], ... , GMAC[n]





[bookmark: REQ7Q2M7W_0]REQ24477 If the CMTS has confirmed support for GMAC explicit multicast DSID filtering in the modem capabilities, the CMTS MUST include this sub-TLV. REQ24478 If the CMTS has confirmed support for GMAC promiscuous multicast DSID filtering in the modem capabilities, the CMTS MUST NOT include this sub-TLV.

[bookmark: API_ID215220]Payload Header Suppression Encodings

Payload header suppression is deprecated as of DOCSIS 3.1.

[bookmark: API_ID215222]Security Association Encoding

[bookmark: REQ7Q2M8X_0][bookmark: REQ7Q2M9Y_0]The value of the field is used by the CMTS to provide the CM with a Security Association with which to encrypt downstream traffic. REQ24479 The CMTS MUST transmit valid Security Association Encodings, as described in this section. REQ24480 A CM MUST reject invalid Security Association Encodings.

A REG-RSP, REG-RSP-MP, or DBC-REQ message may contain any number of Security Association Encodings.

		Type

		Length

		Value



		51

		N

		SA Encoding





[bookmark: API_ID215227]SA Action

This field informs the CM as to whether it is to add or delete a Security Association. A valid Security Association Encoding contains exactly one instance of this subtype.

		Subtype

		Length

		Value



		51.1

		1

		0 = Add

1 = Delete

2 – 255: Reserved





[bookmark: API_ID215229]SA-Descriptor

This field provides the SA-Descriptor of the Security Association to be added or deleted. A valid Security Association Encoding contains exactly one instance of this subtype.

This is a compound attribute whose sub-attributes describe the properties of a Security Association. These properties are the SAID, the SA type, and the cryptographic suite employed by the Security Association.

[bookmark: REQ7Q2MBZ_0][bookmark: REQ7Q2MC0_0]The SA-Descriptor and details of its sub-attributes are defined in the DOCSIS 3.0 Security Specifications [DOCSIS SECv3.0] in the BPKM Attributes section in the BPKM Protocol chapter. REQ24481 The CMTS MUST implement a 2 byte Length field for the SA-Descriptor (Sub-TLV 51.23). REQ24482 The CM MUST implement a 2 byte Length field for the SA-Descriptor (Sub-TLV 51.23). This differs from the normal MULPI requirement of a 1-byte Length field for a TLV, in order to maintain consistency with the DOCSIS 3.0 Security Specification [DOCSIS SECv3.0] which defines the Length field for the SA-Descriptor TLV to be 2 bytes long.

		Subtype

		Length (2 Octets)

		Value



		51.23

		14

		SA-Descriptor Sub Attributes





[bookmark: API_ID215234]Initializing Channel Timeout

[bookmark: REQ7Q2MD1_0][bookmark: REQ7Q2ME2_0]This field defines the maximum total time that the CM can spend performing initial ranging on the upstream channels described in the REG-RSP, REG-RSP-MP, or DBC-REQ messages. REQ24483 If the CM is still unsuccessful ranging on any channels when this timer expires, it MUST respond with a REG-ACK or DBC-RSP respectively with error messages. REQ24484 The CMTS MUST include this TLV if Broadcast Initial Maintenance is used. If this TLV is not present, the default timeout is used as defined in Annex B.

		Type

		Length

		Value



		52

		2

		1- 65535 seconds





[bookmark: API_ID215239]Energy Management Identifier List for CM

This is a list of identifiers that the CM will look for in the energy management message blocks of the PLC (see the subsection Energy Management Message Block in Section 6). A CMTS can assign multiple EM-IDs to a CM by adding them to the list in the REG-RSP-MP message. The CMTS can replace the list after registration via the DBC message.

		Type

		Length

		Value



		78

		N*2

		Array of "N" 2-byte values with EM-IDs assigned to this CM where N = 1 to 3. The CMTS is required to set the most significant bit of each 2-byte value to '0'. See the requirement below.





REQ24485 The CMTS MUST set to zero the most significant bit of each 2-byte value of the 'Energy Management Identifier List for CM' TLV encoding (type 78) of Registration and Dynamic Bonding Change messages. 

[bookmark: API_ID215242][bookmark: _Toc531185636]DOCSIS Time Protocol Encodings

The following encodings are only used in DOCSIS Time Protocol MAC Management Messages. In particular, these TLVs might be sent in the DTP-REQ, DTP-RSP or DTP-INFO messages. A further discussion of DTP signaling and these parameters can be found in the DTP Signaling subsection of Section 10.

		Type

		Length

		Value



		77

		N

		DOCSIS Time Protocol Encodings





[bookmark: API_ID215244]Clock ID

The Clock ID TLV is a value assigned at the CMTS that is made available to the CM. The CMTS includes this TLV when it initiates a DTP-REQ message. The value of the Clock ID is not defined in DOCSIS. The Clock ID is derived from a higher level application and is intended to identify the source of the clock that the CMTS is using. 

A value of 0 indicates that the CMTS is self-clocked (with or without DTI), meaning that the CMTS clock is not network traceable.

		Type

		Length

		Value



		77.1

		4

		Clock ID





[bookmark: API_ID215246]CMTS Timing Parameters

The CMTS includes the CMTS Timing Parameters when it initiates a DTP-REQ message.

[bookmark: API_ID215248]t-cmts-ds-i Timing Value

The CMTS uses this TLV to provide the CM with the timing value.

		Type

		Length

		Value



		77.2

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215250]t-cmts-ds-o Timing Value

The CMTS uses this TLV to provide the CM with the timing value.

		Type

		Length

		Value



		77.3

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215252]t-cmts-ds-p Timing Value

The CMTS uses this TLV to provide the CM with the timing value.

		Type

		Length

		Value



		77.4

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215254]t-cmts-us-o Timing Value

The CMTS uses this TLV to provide the CM with the timing value.

		Type

		Length

		Value



		77.5

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215256]t-cmts-us-p Timing Value

The CMTS uses this TLV to provide the CM with the timing value.

		Type

		Length

		Value



		77.6

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215258]HFC Timing Parameters

The CMTS includes the HFC Timing Parameters when it initiates a DTP-REQ message. 

[bookmark: API_ID215260]t-hfc-ds-o Timing Value

The CMTS uses this TLV to provide the CM with the timing value for the HFC.

		Type

		Length

		Value



		77.7

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215262]t-hfc-ds-p Timing Value

The CMTS uses this TLV to provide the CM with the timing value for the HFC.

		Type

		Length

		Value



		77.8

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215264]t-hfc-us-o Timing Value

The CMTS uses this TLV to provide the CM with the timing value for the HFC.

		Type

		Length

		Value



		77.9

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215266]t-hfc-us-p Timing Value

The CMTS uses this TLV to provide the CM with the timing value for the HFC.

		Type

		Length

		Value



		77.10

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215268]CM Timing Parameters

The CM includes the CM Timing Parameters when it initiates a DTP-REQ message.

[bookmark: API_ID215270]t-cm-ds-o CM Timing Value

The CM uses this TLV to provide the CMTS with the timing value.

		Type

		Length

		Value



		77.11

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215272]t-cm-ds-p CM Timing Value

The CM uses this TLV to provide the CMTS with the timing value.

		Type

		Length

		Value



		77.12

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215274]t-cm-us-o CM Timing Value

The CM uses this TLV to provide the CMTS with the timing value.

		Type

		Length

		Value



		77.13

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215276]t-cm-us-p CM Timing Value

The CM uses this TLV to provide the CMTS with the timing value.

		Type

		Length

		Value



		77.14

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215278]t-cm-ds-i CM Timing Value

The CM uses this TLV to provide the CMTS with the timing value.

		Type

		Length

		Value



		77.15

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215280]CMTS Timing Override Parameters

The CMTS includes the CMTS Timing Override Parameters when it initiates a DTP-REQ message.

[bookmark: API_ID215282]t-cm-ds-o CMTS Override Timing Value

The CMTS uses this TLV to provide the CM with the timing value.

		Type

		Length

		Value



		77.16

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215284]t-cm-ds-p CMTS Override Timing Value

The CMTS uses this TLV to provide the CM with the timing value.

		Type

		Length

		Value



		77.17

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215286]t-cm-us-o CMTS Override Timing Value

The CMTS uses this TLV to provide the CM with the timing value.

		Type

		Length

		Value



		77.18

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215288]t-cm-us-p CMTS Override Timing Value

The CMTS uses this TLV to provide the CM with the timing value.

		Type

		Length

		Value



		77.19

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215290]t-cm-ds-i CMTS Override Timing Value

The CMTS uses this TLV to provide the CM with the timing value.

		Type

		Length

		Value



		77.20

		4

		24-bit unsigned value. Timing value in nanoseconds





[bookmark: API_ID215292]True Ranging Offset

The CM includes the True Ranging Offset when it initiates a DTP-REQ.

		Type

		Length

		Value



		77.21

		4

		24-bit unsigned value. Timing value in nanoseconds.





[bookmark: API_ID215294]Timing Adjustment

The CM and CMTS include the Timing Adjustment TLV when sending a DTP-INFO message.

		Type

		Length

		Value



		77.22

		4

		24-bit unsigned value. Timing value in nanoseconds.





[bookmark: API_ID215296]DTP Error Code

The CM or CMTS might include the DTP Error Code to indicate an error with the DTP transaction.

		Type

		Length

		Value



		77.23

		1

		0 = reserved

1 = DTP unsupported

2 = DTP cannot be responded to at this time. 

3-255: Reserved





[bookmark: API_ID290722][bookmark: _Toc531185637]CM Echo Cancellation Training Control

The following encodings are only used in Echo Cancellation MAC Management Messages. In particular, these TLVs might be sent in the ECT-REQ, ECT-RSP or ECT-STATUS messages. CM Echo Cancellation Training Control TLVs sent in the ECT-REQ or ECT-RSP message apply to both initial and periodic EC Training. A further discussion of Echo Cancellation signaling and these parameters can be found in Section 12.4.

		Type

		Length

		Value



		87

		N

		Echo Cancellation Training Control Encodings





[bookmark: API_ID290723]RBA

The RBA TLV is the current RBA message on which the CM requests training.

SP_MULPIv3_1-REQ7563 The CM MUST include the RBA sub-TLV in the ECT-REQ message. SP_MULPIv3_1-REQ7564 The CMTS MUST include the RBA sub-TLV in the ECT-RSP message.

		Type

		Length

		Value



		87.1

		N

		RBA





[bookmark: API_ID290745]TG-ID

The TG-ID TLV is the Transmission Group ID to which the Resource Block is assigned.

SP_MULPIv3_1-REQ7565 The CM MUST include the TG-ID sub-TLV in the ECT-REQ message. SP_MULPIv3_1-REQ7566  The CMTS MUST include the TG-ID sub-TLV in the ECT-RSP message.

		Type

		Length

		Value



		87.1.1

		1

		TG-ID





[bookmark: API_ID290746]RBA Change Count

The RBA Change Count TLV is the Change Count of the RBA on which EC training is to occur. SP_MULPIv3_1-REQ7567 The CM MUST include the RBA Change Count sub-TLV in the ECT-REQ message. SP_MULPIv3_1-REQ7568 The CMTS MUST include the RBA Change Count sub-TLV in the ECT-RSP message.

		Type

		Length

		Value



		87.1.2

		1

		RBA Change Count





[bookmark: API_ID290747]Number of Sub-bands

The Number of Sub-bands TLV indicates the number of sub-bands field in the current RBA message.

SP_MULPIv3_1-REQ7587 The CM MUST include the RBA sub-TLV in the ECT-REQ message. SP_MULPIv3_1-REQ7588 The CMTS MUST include the RBA sub-TLV in the ECT-RSP message.

		Type

		Length

		Value



		87.1.3

		1

		Number of Sub-bands





[bookmark: API_ID290748]Direction of Sub-bands

The Direction of Sub-bands TLV indicates the direction of sub-bands field in the current RBA message.

SP_MULPIv3_1-REQ7589 The CM MUST include the Direction of Sub-bands sub-TLV in the ECT-REQ message. SP_MULPIv3_1-REQ7590 The CMTS MUST include the Direction of Sub-bands sub-TLV in the ECT-RSP message.

		Type

		Length

		Value



		87.1.4

		N

		Direction sub-band 1, Direction sub-band 2, …, Direction sub-band n





[bookmark: API_ID290749]Downstream Channel

The Downstream Channel TLV lists the channel or channels in which the sub-band is in the downstream direction in the current RBA. SP_MULPIv3_1-REQ7596 The CM MUST include the downstream channel TLV for every channel for which the sub-band is in the downstream direction in the current RBA. If the RBA contains multiple channels for which the sub-band is in the downstream direction, the ECT message includes multiple instances of the downstream channel TLV.

		Type

		Length

		Value



		87.2

		N

		 





[bookmark: API_ID290750]Downstream Channel ID

In the ECT-REQ message, the CM populates the Downstream Channel ID to indicate on which downstream channels it is requesting Echo Cancellation training. SP_MULPIv3_1-REQ7597 The CM MUST include the Downstream Channel sub-TLV in the ECT-REQ message.

In the ECT-RSP message, the CMTS populates the Downstream Channel ID sub-TLV to confirm the downstream channel on which EC training is to occur. If the CM requested ZBL for its EC training, the Downstream Channel ID field additionally indicates on which downstream channel(s) the CM will receive ZBL in the training opportunity. SP_MULPIv3_1-REQ7598 The CMTS MUST include the Downstream Channel sub-TLV in the ECT-RSP message when the ECT-REQ message contains a Downstream ZBL sub-TLV with a value of ‘1’. 

		Type

		Length

		Value



		87.2.1

		1

		DCID





[bookmark: API_ID290751]EC Training Status

SP_MULPIv3_1-REQ7599 The CM MUST include the EC Training Status sub-TLV in the ECT-REQ message.

		Type

		Length

		Value



		87.2.2

		1

		0 = converged

1 = not yet converged

2 – no longer converged

3-255: Reserved





[bookmark: API_ID290752]Training Requested

SP_MULPIv3_1-REQ7600 The CM MUST include the Training Requested sub-TLV in the ECT-REQ message.

		Type

		Length

		Value



		87.2.3

		1

		0 = training not requested

1 = training is requested

2-255: Reserved





[bookmark: API_ID290753]ECT RxMER Measurement

The ECT RxMER Measurement TLV indicates whether the EC training parameters requested in the ECT-REQ message are adequate for taking an ECT RxMER measurement. SP_MULPIv3_1-REQ7601 The CM MUST include the ECT RxMER Measurement sub-TLV in the ECT-REQ message. 

		Type

		Length

		Value



		87.2.4

		1

		0 = ECT RxMER measurement can be taken

1 = RxMER measurement cannot be taken

2-255: Reserved





[bookmark: API_ID290754]ECT RxMER Measurement Duration

If the CMTS sends an ECT-RSP with a Response Code of ‘5’, the ECT RxMER Measurement Duration TLV indicates the amount of EC Training symbols over which the CM measures and averages the ECT RxMER. SP_MULPIv3_1-REQ7602 If it sends an ECT-RSP with a Response Code of ‘5’, the CMTS MUST include the ECT RxMER Measurement Duration sub-TLV in the ECT-RSP message. 

If the CMTS sends an ECT-RSP with a Response Code of ‘5’ for Initial EC Training but does not include the ECT RxMER Measurement Duration sub-TLV, the CMTS will not receive ECT RxMER measurements in the ECT-STATUS message sent by the CM; the ECT-STATUS message will only indicate whether or not the EC Training had sufficient or insufficient convergence.

Note: This section is still awaiting further feedback. The ECT RxMER details are still a work in progress. The PHY team may decide not to tell the CM the number of EC training symbols over which the CM measures and averages the ECT RxMER.

		Type

		Length

		Value



		87.2.5

		1

		The number of symbols over which the CM should measure ECT RxMER.





[bookmark: API_ID290755]EC Training Method

SP_MULPIv3_1-REQ7605 The CM MUST include the EC Training Method TLV in the ECT-REQ. SP_MULPIv3_1-REQ7606 The CM MAY include multiple instances of the EC Training Method TLV in the ECT-REQ. SP_MULPIv3_1-REQ7607 If the ECT-REQ contains multiple instances of the EC Training Method TLV, the CM MUST order the TLVs in order of training method required.

SP_MULPIv3_1-REQ7608 If the Response Code of the ECT-RSP message is ‘ok’, the CMTS MUST include the EC Training Method TLV in the ECT-RSP message.

		Type

		Length

		Value



		87.3

		N

		 





[bookmark: API_ID290756]EC Training Type

The EC Training Type sub-TLV is only sent by the CM in the ECT-REQ. SP_MULPIv3_1-REQ7609 The CM MUST include the EC Training Type sub-TLV in the ECT-REQ message.

		Type

		Length

		Value



		87.3.1

		1

		0 = foreground

1 = background

2-255: Reserved





[bookmark: API_ID290757]Downstream ZBL

The Downstream ZBL sub-TLV is only sent by the CM in the ECT-REQ. SP_MULPIv3_1-REQ7610 The CM MUST include the Downstream ZBL sub-TLV in the ECT-REQ message.

		Type

		Length

		Value



		87.3.2

		1

		0 = ZBL is not required

1 = ZBL is required

2-255: Reserved





[bookmark: API_ID290758]EC Training Periodicity

The CM includes the EC Training Periodicity sub-TLV when it is requesting periodic EC training. When it is included in the ECT-REQ message, the EC Training Periodicity is the maximum periodicity that the CM requires for EC Training.  If the CM does not include the EC Training Periodicity TLV in the ECT-REQ message, the CM is requesting initial EC training. SP_MULPIv3_1-REQ7611 The CM MUST include the EC Training Periodicity sub-TLV in the ECT-REQ message when requesting periodic EC Training.

SP_MULPIv3_1-REQ7612 The CMTS MUST include the EC Training Periodicity sub-TLV in the ECT-RSP message when the CM has included the EC Training Periodicity sub-TLV in the ECT-REQ message.

		Type

		Length

		Value



		87.3.3

		1

		1-255 seconds

0: Reserved





[bookmark: API_ID290759]Foreground EC Training Duration

In the ECT-REQ message, the Foreground EC Training Duration is the minimum amount of time (in units of symbols) that the CM requires for Foreground EC Training. SP_MULPIv3_1-REQ7613 If Foreground EC Training was requested, the CM MUST include the Foreground EC Training Duration sub-TLV in the ECT-REQ message. SP_MULPIv3_1-REQ7645 If Background EC Training was requested, the CM MUST NOT include the Foreground EC Training Duration sub-TLV in the ECT-REQ message.

In the ECT-RSP message, the Foreground EC Training Duration is the duration of the EC Training Window (in units of symbols) that the CM is to use when performing foreground training. SP_MULPIv3_1-REQ7614 The CMTS MUST include the Foreground EC Training Duration sub-TLV in the ECT-RSP message when the CM has requested foreground training in the ECT-REQ message.

		Type

		Length

		Value



		87.3.4

		1

		1-255 symbols

0: Reserved





[bookmark: API_ID297502]Background EC Training Duration

In the ECT-REQ message, the Background EC Training Duration is the minimum amount of time (in units of msec) that the CM requires for background EC Training. SP_MULPIv3_1-REQ7646 If background EC training was requested, the CM MUST include the Background EC Training Duration sub-TLV in the ECT-REQ message. SP_MULPIv3_1-REQ7647 If foreground EC Training was requested, the CM MUST NOT include the background EC Training Duration sub-TLV in the ECT-REQ message.

In the ECT-RSP message, the Background EC Training Duration is the duration of the EC Training Window (in units of msec) that the CM is to use when performing background training. SP_MULPIv3_1-REQ7648 The CMTS MUST include the Background EC Training Duration sub-TLV in the ECT-RSP message when the CM has requested background training in the ECT-REQ message.

		Type

		Length

		Value



		87.3.5

		2

		1-1000 msec

0, 1001- 65535: Reserved





[bookmark: API_ID297503]EC Training Expiration Time

In the ECT-REQ message, the EC Training Expiration Time is the maximum amount of time that the CM is able to maintain EC training sufficient convergence.  The EC Training Expiration is defined in multiples of the EC Training Periodicity.

 

		Type

		Length

		Value



		87.3.6

		1

		1-4 x EC Training Periodicity

0, 5-255 Reserved





[bookmark: API_ID290760]EC Training Window Start Time

The EC Training Window Start Time is only sent by the CMTS in the ECT-RSP. In the ECT-RSP message, the EC Training Window Start Time is the 32 bit timestamp that indicates the time at which the CM is to begin background EC training. The EC Training Window Start Time does not apply to Foreground EC training. 

SP_MULPIv3_1-REQ7615 The CMTS MUST include the EC Training Window Start Time sub-TLV in the ECT-RSP message when the CM has requested background training in the ECT-REQ message.

		Type

		Length

		Value



		87.3.7

		4

		Timestamp





[bookmark: API_ID290761]EC Training Deferral Time

SP_MULPIv3_1-REQ7603 If the CMTS sends an ECT-RSP with a Response Code of  “Reject – Defer EC training”, the CMTS MUST include the EC Training Deferral Time TLV to tell the CM when it should re-request EC training.

		Type

		Length

		Value



		87.4

		2

		0: The CM should re-request EC training the next time the RBA is active.

1- 65535: The number of msec into the future that the CM should re-request EC training.





[bookmark: API_ID290762]ECT RxMER Convergence

The ECT RxMER Convergence TLV is only sent in the ECT-STATUS message. SP_MULPIv3_1-REQ7604 The CM MUST include the ECT RxMER Convergence sub-TLV in the ECT-STATUS message.

		Type

		Length

		Value



		87.5

		1

		0: Sufficient convergence

1: Insufficient convergence

2-255:Reserved





[bookmark: API_ID290763]ECT RxMER

The ECT RxMER TLV is only sent in the ECT-STATUS message. The ECT RxMER measurement definition is still being worked on. 

		Type

		Length

		Value



		87.6

		N

		ECT RxMER





[bookmark: API_ID215298][bookmark: _Toc531185638]Quality-of-Service-Related Encodings

[bookmark: API_ID215299][bookmark: _Toc531185639]Packet Classification Encodings

REQ24486 The following type/length/value encodings MUST be used in the configuration file, registration messages, and Dynamic Service messages to encode parameters for packet classification and scheduling. All multi-octet quantities are in network-byte order, i.e., the octet containing the most-significant bits is the first transmitted on the wire.

NOTE: Unless otherwise stated, the same sub-TLV types are valid for the Upstream Packet Classification Encoding, the Upstream Drop Packet Classification Encoding, and the Downstream Packet Classification Encoding top-level TLVs. These type fields are not valid in other encoding contexts.

REQ24487 A classifier MUST contain at least one encoding from Annex C.2.1.6, Annex C.2.1.7, Annex C.2.1.8, Annex C.2.1.9, Annex C.2.1.10, Annex C.2.1.12, Annex C.2.1.13, Annex C.2.1.14, Annex C.2.1.15, and Annex C.2.1.11.

REQ24488 All CMTSs MUST support classification of downstream packets based on IP v4 and IPv6 header fields (Annex C.2.1.6 and Annex C.2.1.10).

REQ27655 A CM MAY support the following classifier configuration settings: 

REQ27655.1 IEEE 802.1P/Q Packet Classification Encodings in Annex C.2.1.9.

REQ27655.2 [IEEE 802.1ad] S-Tag and C-Tag Frame Classification Encodings C.2.1.13.

REQ27655.3 [IEEE 802.1ad] Packet Classification Encodings Annex C.2.1.14, and

REQ27655.4 MPLS Classification Encodings Annex C.2.1.15.

REQ24489 Other than those classifiers noted above, all the following classifier configuration settings MUST be supported by all CMs which are compliant with this specification. 

[bookmark: API_ID215310]Upstream Packet Classification Encoding

This field defines the parameters associated with an upstream Classifier.

		Type

		Length

		Value



		22

		n

		 





[bookmark: API_ID215312]Upstream Drop Packet Classification Encoding

This field defines the parameters associated with an Upstream Drop Classifier.

		Type

		Length

		Value



		60

		n

		 





[bookmark: API_ID215314]Downstream Packet Classification Encoding

This field defines the parameters associated with a downstream Classifier.

NOTE: The same subtype fields defined are valid for both the encapsulated upstream and downstream flow classification configuration setting string. These type fields are not valid in other encoding contexts.

		Type

		Length

		Value



		23

		n

		 





[bookmark: API_ID215316]General Packet Classifier Encodings

[bookmark: API_ID215317]Classifier Reference

The value of the field specifies a reference for the Classifier. This value is unique per Dynamic Service message, configuration file, or Registration Request message.

		Type

		Length

		Value



		[22/23/60].1

		1

		1 - 255





REQ24490 The CM MUST use the Classifier Reference as the Classifier ID when implementing the Upstream Drop Classifiers provided in the configuration file because the CMTS does not provide a Classifier ID in the REG-RSP-MP message.

[bookmark: API_ID215320]Classifier Identifier

The value of the field specifies an identifier for the Classifier. This value is unique to per Service Flow. The CMTS assigns the Packet Classifier Identifier.

		Type

		Length

		Value



		[22/23/60].2

		2

		1 - 65535





[bookmark: API_ID215322]Service Flow Reference

The value of the field specifies a Service Flow Reference or Aggregate Service Flow Reference that identifies the corresponding Service Flow or ASF.

[bookmark: REQ7Q2MLA_0]REQ24491 In all Packet Classifier TLVs that occur in any message where the Service Flow ID is not known (e.g., CM-initiated DSA-REQ and REG-REQ/REG-REQ-MP) this TLV MUST be included. REQ24492 In all Packet Classifier TLVs that occur in a DSC-REQ and CMTS-initiated DSA-REQ messages the Service Flow Reference MUST NOT be specified.

		Type

		Length

		Value



		[22/23].3

		2

		1 - 65535





[bookmark: API_ID215326]Service Flow Identifier

The value of this field specifies the Service Flow ID that identifies the corresponding Service Flow.

[bookmark: REQ7Q2MNC_0]REQ24493 In Packet Classifier TLVs where the Service Flow ID is not known, and this TLV MUST NOT be included (e.g., CM-initiated DSA-REQ and REG-REQ/REG-REQ-MP). REQ24494 In Packet Classifier TLVs that occur in a DSC-REQ and CMTS-initiated DSA-REQ message, the Service Flow ID MUST be specified.

		Type

		Length

		Value



		[22/23].4

		4

		1 - 4,294,967,295





[bookmark: API_ID215330]Rule Priority

The value of this field specifies the priority for the Classifier, which is used for determining the classification order. A higher value indicates higher priority.

[bookmark: REQ7Q2MPE_0][bookmark: REQ7Q2MQF_0]Classifiers that appear in Configuration files and Registration messages can have priorities in the range 0 – 255. REQ24495 If no Rule Priority is specified in the Registration Request, the CMTS MUST use the default Rule Priority of 0. REQ24496 If no Rule Priority is specified in the Registration Response, the CM MUST use the default Rule Priority of 0. REQ24497 Classifiers that appear in the DSA/DSC message MUST have priorities in the range 64-191, with the default value 64. 

[bookmark: REQ7Q2MRG_0]The Rule Priority of the Upstream QoS Classifier and the Rule Priority of the Upstream Drop Classifier interact. REQ24498 If a packet matches both an Upstream QoS Classifier and an Upstream Drop Classifier, the CM MUST select the Classifier with the higher Rule Priority.

		Type

		Length

		Value



		[22/23/60].5

		1

		 





[bookmark: API_ID215337]Classifier Activation State

The value of this field specifies whether this classifier should become active in selecting packets for the Service Flow. An inactive Classifier is typically used with an AdmittedQoSParameterSet to ensure resources are available for later activation. The actual activation of the classifier depends both on this attribute and on the state of its service flow. If the service flow is not active then the classifier is not used, regardless of the setting of this attribute.

		Type

		Length

		Value



		[bookmark: A2223][22/23].6

		1

		0 - Inactive

1 - Active





The default value is 1 - activate the classifier.

[bookmark: API_ID215339]Dynamic Service Change Action

When received in a Dynamic Service Change Request, this indicates the action that should be taken with this classifier.

		Type

		Length

		Value



		[22/23/60].7

		1

		0 - DSC Add Classifier

1 - DSC Replace Classifier

2 - DSC Delete Classifier





[bookmark: API_ID215341]CM Interface Mask (CMIM) Encoding

In addition to classifying traffic based on L2/L3/L4 fields in the packet headers, upstream traffic can be classified based on which CM interface received the packet. The CM Interface Mask Encoding provides a bit mask representing the in-bound interfaces of the CM for which this classifier applies. Each bit of the CM Interface Mask corresponds to an interface, logical or physical. By convention, bit position 0 corresponds to the CM's IP stack, even though it is not an actual interface.

For example, a CMIM classifier intended to match all of the CPE ports (i.e., external interfaces) of a CM has a CMIM value setting bits 1 and 5-15, i.e., an encoding of either 0x47FF or 0x47FF0000. Either value is valid.

		SubType

		Length

		Value



		[22/60].13

		N

		BITS -Encoded bit map with bit position K representing CM interface index value K. Bit position 0 is the most significant bit of the most significant octet. Refer to [DOCSIS eDOCSIS] for latest logical interface index assignments for eCMs. 

Bit 0 (0x80): CM's IP stack

Bit 1 (0x40): primary CPE Interface (also eRouter)

Bit 2 (0x20): RF interface 

Bits 3,4: reserved

Bits 5..15 (0x07 FF): Other CPE Ports

Bits 16-31: embedded logical interfaces. Currently defined interfaces include:

Bit 16 (0x00 00 80): PacketCable-eMTA

Bit 17 (0x00 00 40): eSTB-IP

Bit 18 (0x00 00 20): reserved

Bits 19..31 (0x00 00 1F FF): Other eSAFE interfaces 





[bookmark: API_ID215343]Classifier Error Encodings

This field defines the parameters associated with Classifier Errors.

		Type

		Length

		Value



		[22/23/60].8

		n

		 





A Classifier Error Encoding consists of a single Classifier Error Parameter Set which is defined by the following individual parameters: Errored Parameter, Confirmation Code, and Error Message.

The Classifier Error Encoding is returned in REG-RSP, REG-RSP-MP, DSA-RSP, and DSC-RSP messages to indicate the reason for the recipient's negative response to a Classifier establishment request in a REG-REQ, REG-REQ-MP, DSA-REQ or DSC-REQ message.

[bookmark: REQ7Q2MTI_0][bookmark: REQ7Q2MUJ_0][bookmark: REQ7Q2MVK_0]REQ24499 On failure, the REG-RSP, REG-RSP-MP, DSA-RSP, or DSC-RSP MUST include one Classifier Error Encoding for at least one failed Classifier requested in the REG-REQ, REG-REQ-MP, DSA-REQ, or DSC-REQ message. REQ24500 A Classifier Error Encoding for the failed Classifier MUST include the Confirmation Code and Errored Parameter and MAY include an Error Message. REQ24501 If some Classifier Sets are rejected but other Classifier Sets are accepted, then Classifier Error Encodings MUST be included for only the rejected Classifiers. REQ24502 On success of the entire transaction, the RSP or ACK message MUST NOT include a Classifier Error Encoding.

[bookmark: REQ7Q2MWL_0]Multiple Classifier Error Encodings may appear in a REG-RSP, REG-RSP-MP, DSA-RSP, or DSC-RSP message, since multiple Classifier parameters may be in error. REQ24503 A message with even a single Classifier Error Encoding MUST NOT contain any other protocol Classifier Encodings (e.g., IP, 802.1P/Q).

REQ24504 A Classifier Error Encoding MUST NOT appear in any REG-REQ, REG-REQ-MP, DSA-REQ, or DSC-REQ messages.

[bookmark: API_ID215352]Errored Parameter

[bookmark: REQ7Q2MYN_0]The value of this parameter identifies the subtype of a requested Classifier parameter in error in a rejected Classifier request. REQ24505 A Classifier Error Parameter Set MUST have exactly one Errored Parameter TLV within a given Classifier Error Encoding.

		Subtype

		Length

		Value



		[22/23/60].8.1

		n

		Classifier Encoding Subtype in Error





If the length is one, then the value is the single-level subtype where the error was found, e.g., 7 indicates an invalid Change Action. If the length is two, then the value is the multi-level subtype where there error was found e.g., 9-2 indicates an invalid IP Protocol value.

[bookmark: API_ID215355]Error Code

[bookmark: REQ7Q2MZO_0]This parameter indicates the status of the request. A non-zero value corresponds to the Confirmation Code as described in Annex C.4. REQ24506 A Classifier Error Parameter Set MUST have exactly one Error Code within a given Classifier Error Encoding.

		Subtype

		Length

		Value



		[22/23/60].8.2

		1

		Confirmation code





A value of okay (0) indicates that the Classifier request was successful. REQ24507 Since a Classifier Error Parameter Set applies only to errored parameters, this value MUST NOT be used.

[bookmark: API_ID215359]Error Message

[bookmark: REQFDUIG1_0]This subtype is optional in a Classifier Error Parameter Set. If present, it indicates a text string to be displayed on the CM console and/or log that further describes a rejected Classifier request. REQ27656 A Classifier Error Parameter Set MAY have zero or one Error Message subtypes within a given Classifier Error Encoding.

		SubType

		Length

		Value



		[22/23/60].8.3

		n

		Zero-terminated string of ASCII characters.





NOTE: The length N includes the terminating zero. Since the entire Classifier Encoding is limited to a total length of 256 bytes (254 bytes + type + length), the maximum length of the error message string is limited by the number of other sub-TLV encodings in the Classifier Encoding.

[bookmark: API_ID215362]IPv4 Packet Classification Encodings

This field defines the parameters associated with Ipv4 packet classification, as well as parameters associated with TCP/UDP packet classification associated with both IPv4 and IPv6. See Annex C.2.1.10 for more details.

		Type

		Length

		Value



		[22/23/60].9

		n

		 





[bookmark: API_ID215364]IPv4 Type of Service Range and Mask

The values of the field specify the matching parameters for the IPv4 TOS byte range and mask. An IP packet with IPv4 TOS byte value "ip-tos" matches this parameter if (tos-low AND tos-mask) <= (ip-tos AND tos-mask) <= (tos-high AND tos-mask). If this field is omitted, then comparison of the IP packet TOS byte for this entry is irrelevant.

		Type

		Length

		Value



		[22/23/60].9.1

		3

		tos-low, tos-high, tos-mask





NOTE: The value 0xFC for tos-mask will exclude the Explicit Congestion Notification [RFC 3168] bits from the comparison, and hence will result in classification based on DSCP [RFC 2474].

[bookmark: API_ID215366]IP Protocol

The value of the field specifies the matching value for the IP Protocol field [RFC 1700]. If this parameter is omitted, then comparison of the IP header Protocol field for this entry is irrelevant.

[bookmark: REQ7Q2N0Q_0]There are two special IP Protocol field values: "256" matches traffic with any IP Protocol value, and "257" matches both TCP and UDP traffic. REQ24508 An entry that includes an IP Protocol field value greater than 257 MUST be invalidated for comparisons (i.e., no traffic can match this entry).

		Type

		Length

		Value



		[22/23/60].9.2

		2

		prot1, prot2





Valid range: 0 - 257

[bookmark: API_ID215370]IPv4 Source Address

The value of the field specifies the matching value for the IP source address. An IP packet with IP source address "ip-src" matches this parameter if (src AND smask) = (ip-src AND smask), where "smask" is the parameter from Annex C.2.1.6.4. If this parameter is omitted, then comparison of the IP packet source address for this entry is irrelevant.

		Type

		Length

		Value



		[22/23/60].9.3

		4

		src1,src2,src3,src4





[bookmark: API_ID215372]IPv4 Source Mask

The value of the field specifies the mask value for the IP source address, as described in Annex C.2.1.6.3. If this parameter is omitted, then the default IP source mask is 255.255.255.255.

		Type

		Length

		Value



		[22/23/60].9.4

		4

		smask1,smask2,smask3,smask4





[bookmark: API_ID215374]IPv4 Destination Address

The value of the field specifies the matching value for the IP destination address. An IP packet with IP destination address "ip-dst" matches this parameter if (dst AND dmask) = (ip-dst AND dmask), where "dmask" is the parameter from Annex C.2.1.6.6. If this parameter is omitted, then comparison of the IP packet destination address for this entry is irrelevant.

		Type

		Length

		Value



		[22/23/60].9.5

		4

		dst1,dst2,dst3,dst4





[bookmark: API_ID215376]IPv4 Destination Mask

The value of the field specifies the mask value for the IP destination address, as described in Annex C.2.1.6.5. If this parameter is omitted, then the default IP destination mask is 255.255.255.255.

		Type

		Length

		Value



		[22/23/60].9.6

		4

		dmask1,dmask2,dmask3,dmask4





[bookmark: API_ID215378]TCP/UDP Packet Classification Encodings

This field defines the parameters associated with TCP/UDP packet classification.

While the TCP/UDP Packet Classification Encodings are located within the same subtype as the IPv4 Packet Classification Encodings, they apply regardless of IP version. The presence of an additional criterion from Annex C.2.1.6 would cause the classifier to match only IPv4 packets. The presence of an additional criterion from Annex C.2.1.10 would cause the classifier to match only IPv6 packets.

[bookmark: API_ID215380]TCP/UDP Source Port Start

The value of the field specifies the low-end TCP/UDP source port value. An IP packet with TCP/UDP port value "src-port" matches this parameter if sportlow <= src-port <= sporthigh. If this parameter is omitted, then the default value of sportlow is 0. This parameter is irrelevant for non-TCP/UDP IP traffic.

		Type

		Length

		Value



		[22/23/60].9.7

		2

		sportlow1,sportlow2





[bookmark: API_ID215382]TCP/UDP Source Port End

The value of the field specifies the high-end TCP/UDP source port value. An IP packet with TCP/UDP port value "src-port" matches this parameter if sportlow <= src-port <= sporthigh. If this parameter is omitted, then the default value of sporthigh is 65535. This parameter is irrelevant for non-TCP/UDP IP traffic.

		Type

		Length

		Value



		[22/23/60].9.8

		2

		sporthigh1,sporthigh2





[bookmark: API_ID215384]TCP/UDP Destination Port Start

The value of the field specifies the low-end TCP/UDP destination port value. An IP packet with TCP/UDP port value "dst-port" matches this parameter if dportlow <= dst-port <=dporthigh. If this parameter is omitted, then the default value of dportlow is 0. This parameter is irrelevant for non-TCP/UDP IP traffic.

		Type

		Length

		Value



		[22/23/60].9.9

		2

		dportlow1,dportlow2





[bookmark: API_ID215386]TCP/UDP Destination Port End

The value of the field specifies the high-end TCP/UDP destination port value. An IP packet with TCP/UDP port value "dst-port" matches this parameter if dportlow <= dst-port <= dporthigh. If this parameter is omitted, then the default value of dporthigh is 65535. This parameter is irrelevant for non-TCP/UDP IP traffic.

		Type

		Length

		Value



		[22/23/60].9.10

		2

		dporthigh1,dporthigh2





[bookmark: API_ID215388]Ethernet LLC Packet Classification Encodings

This field defines the parameters associated with Ethernet LLC packet classification.

		Type

		Length

		Value



		[22/23/60].10

		n

		 





[bookmark: API_ID215390]Destination MAC Address

The values of the field specifies the matching parameters for the MAC destination address. An Ethernet packet with MAC destination address "etherdst" matches this parameter if dst = (etherdst AND msk). If this parameter is omitted, then comparison of the Ethernet MAC destination address for this entry is irrelevant.

		Type

		Length

		Value



		[22/23/60].10.1

		12

		dst1, dst2, dst3, dst4, dst5, dst6, msk1, msk2, msk3, msk4, msk5, msk6





[bookmark: API_ID215392]Source MAC Address

The value of the field specifies the matching value for the MAC source address. If this parameter is omitted, then comparison of the Ethernet MAC source address for this entry is irrelevant.

		Type

		Length

		Value



		[22/23/60].10.2

		6

		src1, src2, src3, src4, src5, src6





[bookmark: API_ID215394]Ethertype/DSAP/MacType

Type, eprot1, and eprot2 indicate the format of the layer 3 protocol ID in the Ethernet packet as follows:

If type = 0, the rule does not use the layer 3 protocol type as a matching criterion. If type = 0, eprot1, eprot2 are ignored when considering whether a packet matches the current rule.

If type = 1, the rule applies only to frames which contain an Ethertype value. Ethertype values are contained in packets using the DEC-Intel-Xerox (DIX) encapsulation or the [RFC 1042] Sub-Network Access Protocol (SNAP) encapsulation formats. If type = 1, then eprot1, eprot2 gives the 16-bit value of the Ethertype that the packet must match in order to match the rule.

[bookmark: REQ7Q2N1R_0]If type = 2, the rule applies only to frames using the IEEE 802.2 encapsulation format with a Destination Service (DSAP) other than 0xAA (which is reserved for SNAP). REQ24509 If type = 2, the lower 8 bits of the eprot1, eprot2, MUST match the DSAP byte of the packet in order to match the rule.

[bookmark: REQ7Q2N2S_0]If type = 3, the rule applies only to MAC Management Messages (FC field 1100001x) with a "type" field of its MAC Management Message header (6.3.1) between the values of eprot1 and eprot2, inclusive. REQ24510 As exceptions, the following MAC Management message types MUST NOT be classified:

REQ24510.1 Type 4: RNG-REQ

REQ24510.2 Type 6: REG-REQ

REQ24510.3 Type 7: REG-RSP

REQ24510.4 Type 14: REG-ACK

REQ24510.5 Type 30: INIT-RNG-REQ

REQ24510.6 Type 34: B-INIT-RNG-REQ

REQ24510.7 Type 44: REG-REQ-MP

REQ24510.8 Type 45: REG-RSP-MP

If type = 4, the rule is considered a "catch-all" rule that matches all Data PDU packets. The rule does not match MAC Management Messages. The value of eprot1 and eprot2 are ignored in this case.

If the Ethernet frame contains an 802.1P/Q Tag header (i.e., Ethertype 0x8100), this object applies to the embedded Ethertype field after the 802.1P/Q header. 

Other values of type are reserved. If this TLV is omitted, then comparison of either the Ethertype or IEEE 802.2 DSAP for this rule is irrelevant.

		Type

		Length

		Value



		[22/23/60].10.3

		3

		type, eprot1, eprot2





[bookmark: API_ID215408]IEEE 802.1P/Q Packet Classification Encodings

This field defines the parameters associated with IEEE 802.1P/Q packet classification.

		Type

		Length

		Value



		[22/23/60].11

		n

		 





[bookmark: API_ID215410]IEEE 802.1P User_Priority

The values of the field specify the matching parameters for the IEEE 802.1P user_priority bits. An Ethernet packet with IEEE 802.1P user_priority value "priority" matches these parameters if pri-low <= priority <= pri-high. If this field is omitted, then comparison of the IEEE 802.1P user_priority bits for this entry is irrelevant. 

[bookmark: REQ7Q2N4U_0]REQ24511 If this parameter is specified for an entry, then Ethernet packets without IEEE 802.1Q encapsulation MUST NOT match this entry. REQ24512 If this parameter is specified for an entry on a CM that does not support forwarding of IEEE 802.1Q encapsulated traffic, then this entry MUST NOT be used for any traffic.

		Type

		Length

		Value



		[22/23/60].11.1

		2

		pri-low, pri-high





Valid Range is 0 – 7 for pri-low and pri-high.

[bookmark: API_ID215414]IEEE 802.1Q VLAN_ID

[bookmark: REQ7Q2N5V_0]The value of the field specifies the matching value for the IEEE 802.1Q vlan_id bits. REQ24513 Only the first (i.e., most-significant) 12 bits of the specified vlan_id field are significant; the final four bits MUST be ignored for comparison. If this field is omitted, then comparison of the IEEE 802.1Q vlan_id bits for this entry is irrelevant. 

[bookmark: REQ7Q2N7X_0]REQ24514 If this parameter is specified for an entry, then Ethernet packets without IEEE 802.1Q encapsulation MUST NOT match this entry. REQ24515 If this parameter is specified for an entry on a CM that does not support forwarding of IEEE 802.1Q encapsulated traffic, then this entry MUST NOT be used for any traffic.

		Type

		Length

		Value



		[22/23/60].11.2

		2

		vlan_id1, vlan_id2





[bookmark: API_ID215420]IPv6 Packet Classification Encodings

[bookmark: REQ7Q2N7Y_0][bookmark: REQ7Q2N8Z_0][bookmark: REQ7Q2N90_0]This field defines the parameters associated with IPv6 packet classification. TCP/UDP Packet Classification Encodings (see Annex C.2.1.7) are defined for IPv4 or IPv6 and may be present in a Service Flow Classifier of either type. If those classifiers are present in combination with IPv6 classifier encodings, then they apply to the IPv6 classifiers. If other IPv4 classifier encodings (22/23/60.9.1 thru 22/23/60.9.6) are present in the Service Flow Classifier along with IPv6 classifier encodings, then the Service Flow Classifier is invalid. REQ24516 If an invalid Service Flow Classifier of this type is sent to the CMTS in a Registration Request, the CMTS MUST reject the Registration Request. REQ24517 If an invalid Service Flow Classifier of this type is sent to the CMTS in a DSA or DSC Request message, the CMTS MUST reject the DSA or DSC Request message. REQ24518 If an invalid Service Flow Classifier of this type is sent to the CM in a DSA or DSC Request message, the CM MUST reject the DSA or DSC Request message.

		Type

		Length

		Value



		[22/23/60].12

		n

		 





[bookmark: API_ID215425]IPv6 Traffic Class Range and Mask

The values of the field specify the matching parameters for the IPv6 Traffic Class byte range and mask. An IP packet with IPv6 Traffic Class value "ip-tc" matches this parameter if (tc-low AND tc-mask) <= (ip-tc AND tc-mask) <= (tc-high AND tc-mask). If this field is omitted, then comparison of the IPv6 packet Traffic Class byte for this entry is irrelevant.

		Type

		Length

		Value



		[22/23/60].12.1

		3

		tc-low, tc-high, tc-mask





NOTE: The value 0xFC for tc-mask will exclude the Explicit Congestion Notification [RFC 3168] bits from the comparison, and hence will result in classification based on DSCP [RFC 2474].

[bookmark: API_ID215427]IPv6 Flow Label

The value of the field specifies the parameters of IPv6 flow label field in the IPv6 header. The 20 least significant bits represent the 20-bit IPv6 Flow Label while the 12 most significant bits are ignored. If this parameter is omitted, then comparison of IPv6 flow label for this entry is irrelevant.

		Type

		Length

		Value



		[22/23/60].12.2

		4

		FlowLabel





[bookmark: API_ID215429]IPv6 Next Header Type

The value of the field specifies the desired upper-layer protocol type specified in the IPv6 header or extension headers associated with the packet. If this parameter is omitted, then comparison of any IPv6 next header type value for this entry is irrelevant.

REQ24519 The CM and CMTS MUST recognize the following Next Header types when searching for the upper-layer header:

		Header Type

		Description



		0

		Hop-by-Hop



		60

		Destination



		43

		Routing



		44

		Fragment



		51

		Authentication



		50

		Encapsulation



		59

		No





[bookmark: REQ7Q2NC3_0][bookmark: REQ7Q2ND4_0][bookmark: REQ7Q2NE5_0]The CM and the CMTS look for the first Next Header field with a value that is not included in the above list in order to identify the Upper Layer protocol of the packet. REQ24520 The CMTS MUST apply the classifier rule to the packet according to the Upper Layer protocol that it identifies. REQ24521 The CM MUST apply the classifier rule to the packet according to the Upper Layer protocol that it identifies. REQ24522 If the CMTS initiates a transaction that configures a Classifier Rule with a Next Header value equal to one in the above list, the CM MUST reject that transaction. REQ24523 If the CM initiates a transaction that configures a Classifier Rule with a Next Header value equal to one in the above list, the CMTS MUST reject that transaction.

[bookmark: REQ7Q2NF6_0]If a packet contains an ESP header, then it is assumed that the upper-layer header is encrypted and cannot be read. REQ24524 If the CM or CMTS encounters a packet with an ESP header, then it MUST NOT match the packet to the Classifier Rule unless the classifier parameter value equals 256, as explained below.

If a packet is fragmented, then a classifier might not be able to identify the upper-layer protocol of the second and following fragments.

[bookmark: REQ7Q2NG7_0]There are two special IPv6 next header type field values: "256" that matches all IPv6 traffic, regardless of the Next Header values, and "257" that matches both TCP and UDP traffic. REQ24525 An entry that includes an IPv6 next header type value greater than 257 MUST be invalidated for comparisons (i.e., no traffic can match this entry).

		Type

		Length

		Value



		[22/23/60].12.3

		2

		nhdr





[bookmark: API_ID215441]IPv6 Source Address

The value of the field specifies the matching value for the IPv6 source address. An IPv6 packet with IPv6 source address "ip6-src" matches this parameter if (src AND smask)= (ip6-src AND smask). "smask" is computed by setting the most significant 'n' bits of smask to 1, where 'n' is IPv6 Source Prefix Length in bits. If the IPv6 Source Address parameter is omitted, then comparison of the IPv6 packet source address for this entry is irrelevant.

		Type

		Length

		Value



		[22/23/60].12.4

		16

		src





[bookmark: API_ID215443]IPv6 Source Prefix Length (bits)

The value of the field specifies the fixed, most significant bits of an IPv6 address that are used to determine address range and subnet ID. If this parameter is omitted, then assume a default value of 128.

		Type

		Length

		Value



		[22/23/60].12.5

		1

		0 - 128





[bookmark: API_ID215445]IPv6 Destination Address

The value of the field specifies the matching value for the IPv6 destination address. An IPv6 packet with IPv6 destination address "ip6-dst" matches this parameter if (dst AND dmask)= (ip6-dst AND dmask). "dmask" is computed by setting the most significant 'n' bits of dmask to 1, where 'n' is IPv6 Destination Prefix Length in bits. If the IPv6 Destination Address parameter is omitted, then comparison of the IPv6 packet destination address for this entry is irrelevant.

		Type

		Length

		Value



		[22/23/60].12.6

		16

		dst





[bookmark: API_ID215447]IPv6 Destination Prefix Length (bits)

The value of the field specifies the fixed, most significant bits of an IPv6 address that are used to determine address range and subnet ID. If this parameter is omitted, then assume a default value of 128.

		Type

		Length

		Value



		[22/23/60].12.7

		1

		0 - 128





[bookmark: API_ID215449]Vendor Specific Classifier Parameters

[bookmark: REQ7Q2NH8_0][bookmark: REQ7Q2NI9_0]This allows vendors to encode vendor-specific classifier parameters using the DOCSIS Extension Field. REQ24526 The Vendor ID MUST be the first TLV embedded inside Vendor Specific Classifier Parameters. REQ24527 If the first TLV inside Vendor Specific Classifier Parameters is not a Vendor ID, then the TLV MUST be discarded.  (Refer to Annex C.1.1.17).

		Type

		Length 

		Value



		[22/23/60].43

		n

		 





[bookmark: API_ID215454]ICMPv4/ICMPv6 Packet Classification Encodings 

This field defines the parameters associated with ICMPv4/ICMPv6 packet classification.

The presence of an additional criterion from Annex C.2.1.6 would cause the classifier to match only ICMPv4 packets. The presence of an additional criterion from Annex C.2.1.10 would cause the classifier to match only ICMPv6 packets. 

		Type

		Length

		Value



		[22/23/60].16

		n

		 





[bookmark: API_ID215455]ICMPv4/ICMPv6 Type Start

The value of the field specifies the low-end ICMPv4/ICMPv6 type value. An ICMPv4/ICMPv6 packet with type value "icmp-type" matches this parameter if typelow <= icmp-type <= typehigh. If this parameter is omitted, then the default value of typelow is 0. This parameter is irrelevant for non-ICMPv4/ICMPv6 traffic.

		Type

		Length

		Value



		[22/23/60].16.1

		1

		Typelow





[bookmark: API_ID215457]ICMPv4/ICMPv6 Type End

The value of the field specifies the high-end ICMPv4/ICMPv6 type value. An ICMPv4/ICMPv6 packet with type value "icmp-type" matches this parameter if typelow <= icmp-type <= typehigh. If this parameter is omitted, then the default value of typehigh is 255. This parameter is irrelevant for non-ICMPv4/ICMPv6 traffic.

		Type

		Length

		Value



		[22/23/60].16.2

		1

		Typehigh





[bookmark: API_ID215459](IEEE 802.1ad) S-Tag and C-Tag Frame Classification Encodings

This field defines the parameters associated with [IEEE 802.1ad] S-Tag and C-Tag frame classification.

		Type

		Length

		Value



		[22/23/60].14

		n

		 





Support for any of these classifier TLVs/Sub-TLVs does not indicate device support for the forwarding behavior that might be implied by the [IEEE 802.1ad] standards.

[bookmark: API_ID215461](IEEE 802.1ad) S-TPID

The values of the field specify the matching parameters for the [IEEE 802.1ad] S-TPID field. 

If this parameter is not specified for an entry, use a default value of 0x88a8 for the [IEEE 802.1ad] S-TPID field. The default applies only if a [IEEE 802.1ad] classifier has been configured. 

		Type

		Length

		Value



		[22/23/60].14.1

		2

		stpid (16 bits)





[bookmark: API_ID215463] (IEEE 802.1ad) S-VID

The values of the field specify the matching parameters for the [IEEE 802.1ad] S-VID field. 

		Type

		Length

		Value



		[22/23/60].14.2

		2

		This TLV comprises an encoded bit map, featuring one field: svid, as shown in the table below







		Field name

		Description

		Size



		Reserved

		Reserved, ignored on reception

		4 bits



		svid

		Encodes the S-VID field

		12 bits





[bookmark: API_ID215465](IEEE 802.1ad) S-PCP

The values of the field specify the matching parameters for the [IEEE 802.1ad] S-PCP field.

		Type

		Length

		Value



		[22/23/60].14.3

		1

		This TLV comprises an encoded bit map, featuring one field: spcp, as shown in the table below







		Field name

		Description

		Size



		Reserved

		Reserved, ignored on reception

		5 bits



		spcp

		Encodes the S-PCP field

		3 bits





[bookmark: API_ID215467](IEEE 802.1ad) S-DEI

The values of the field specify the matching parameters for the [IEEE 802.1ad] S-DEI field. 

		Type

		Length

		Value



		[22/23/60].14.4

		1

		This TLV comprises an encoded bit map, featuring one field: sdei, as shown in the table below





 

		Field name

		Description

		Size



		Reserved

		Reserved, ignored on reception

		7 bits



		sdei

		Encodes the S-DEI field

		1 bit





[bookmark: API_ID215469](IEEE 802.1ad) C-TPID

The values of the field specify the matching parameters for the [IEEE 802.1ad] C-TPID field. 

If this parameter is not specified for an entry, then use a default value of 0x8100 for the [IEEE 802.1ad] C-TPID field. The default applies only if a [IEEE 802.1ad] classifier has been configured. 

		Type

		Length

		Value



		[22/23/60].14.5

		2

		ctpid (16 bits)





[bookmark: API_ID215471](IEEE 802.1ad) C-VID

The values of the field specify the matching parameters for the [IEEE 802.1ad] C-VID field. 

		Type

		Length

		Value



		[22/23/60].14.6

		2

		This TLV comprises an encoded bit map, featuring one field: cvid, as shown in the table below







		Field name

		Description

		Size



		Reserved

		Reserved, ignored on reception

		4 bits



		cvid

		Encodes the C-VID field

		12 bits





[bookmark: API_ID215473](IEEE 802.1ad) C-PCP

The values of the field specify the matching parameters for the [IEEE 802.1ad] C-PCP field. 

		Type

		Length

		Value



		[22/23/60].14.7

		1

		This TLV comprises an encoded bit map, featuring one field: cpcp, as shown in the table below





 

		Field name

		Description

		Size



		Reserved

		Reserved, ignored on reception

		5 bits



		cpcp

		Encodes the C-PCP field

		3 bits





[bookmark: API_ID215475](IEEE 802.1ad) C-CFI

The values of the field specify the matching parameters for the [IEEE 802.1ad] C-CFI field. 

		Type

		Length

		Value



		[22/23/60].14.8

		1

		This TLV comprises an encoded bit map, featuring one field: ccfi, as shown in the table below





 

		Field name

		Description

		Size



		Reserved

		Reserved, ignored on reception

		7 bits



		ccfi

		Encodes the CFI field in the C-Tag TCI field

		1 bit





[bookmark: API_ID215477](IEEE 802.1ad) S-TCI

The values of the field specify the matching parameters for the [IEEE 802.1ad] S-TCI field. 

		Type

		Length

		Value



		[22/23/60].14.9

		2

		stci (16 bits)





[bookmark: API_ID215479](IEEE 802.1ad) C-TCI

The values of the field specify the matching parameters for the [IEEE 802.1ad] C-TCI field. 

		Type

		Length

		Value



		[22/23/60].14.10

		2

		ctci (16 bits)





[bookmark: API_ID215481](IEEE 802.1ah) Packet Classification Encodings

This field defines the parameters associated with [IEEE 802.1ah] packet classification, including the I-TAG, B-TAG, and B-DA/B-SA.

		Type

		Length

		Value



		[22/23/60].15

		n

		 





Support for any of these classifier TLVs/Sub-TLVs does not indicate device support for the forwarding behavior that might be implied by the [IEEE 802.1ah] standards.

[bookmark: API_ID215483](IEEE 802.1ad) I-TPID

The values of the field specify the matching parameters for the [IEEE 802.1ah] I-TPID field. 

If this parameter is not specified for an entry, use a default value of 0x88e7 for the [IEEE 802.1ah] I-TPID field. The default applies only if a [IEEE 802.1ah] classifier has been configured.

		Type

		Length

		Value



		[22/23/60].15.1

		2

		itpid (16 bits)





[bookmark: API_ID215485](IEEE 802.1ad) I-SID

The values of the field specify the matching parameters for the [IEEE 802.1ah] I-SID field. 

		Type

		Length

		Value



		[22/23/60].15.2

		3

		isid (24 bits)





[bookmark: API_ID215487](IEEE 802.1ad) I-TCI

The values of the field specify the matching parameters for the [IEEE 802.1ah] I-TCI field. 

		Type

		Length

		Value



		[22/23/60].15.3

		5

		itci (40 bits)





[bookmark: API_ID215489](IEEE 802.1ad) I-PCP

The values of the field specify the matching parameters for the [IEEE 802.1ah] I-PCP field. 

		Type

		Length

		Value



		[22/23/60].15.4

		1

		This TLV comprises an encoded bit map, featuring one field: ipcp, as shown in the table below







		Field name

		Description

		Size



		Reserved

		Reserved, ignored on reception

		5 bits



		ipcp

		Encodes the I-PCP field

		3 bits





[bookmark: API_ID215491](IEEE 802.1ad) I-DEI

The values of the field specify the matching parameters for the [IEEE 802.1ah] I-DEI field. 

		Type

		Length

		Value



		[22/23/60].15.5

		1

		This TLV comprises an encoded bit map, featuring one field: idei, as shown in the table below







		Field name

		Description

		Size



		Reserved

		Reserved, ignored on reception

		7 bits



		idei

		Encodes the I-DEI field

		1 bit





[bookmark: API_ID215493](IEEE 802.1ad) I-UCA

The values of the field specify the matching parameters for the [IEEE 802.1ah] I-UCA field. 

		Type

		Length

		Value



		[22/23/60].15.6

		1

		This TLV comprises an encoded bit map, featuring one field: iuca, as shown in the table below







		Field name

		Description

		Size



		Reserved

		Reserved, ignored on reception

		7 bits



		iuca

		Encodes the I-UCA field

		1 bit





[bookmark: API_ID215495](IEEE 802.1ad) B-TPID

The values of the field specify the matching parameters for the [IEEE 802.1ah] B-TPID field. 

If this parameter is not specified for an entry, then use a default value of 0x88a8 for the [IEEE 802.1ah] B-TPID field. The default applies only if a [IEEE 802.1ah] classifier has been configured.

		Type

		Length

		Value



		[22/23/60].15.7

		2

		btpid (16 bits)





[bookmark: API_ID215497](IEEE 802.1ad) B-TCI

The values of the field specify the matching parameters for the [IEEE 802.1ah] B-TCI field. 

		Type

		Length

		Value



		[22/23/60].15.8

		2

		btci (16 bits)





[bookmark: API_ID215499](IEEE 802.1ad) B-PCP

The values of the field specify the matching parameters for the [IEEE 802.1ah] B-PCP field. 

		Type

		Length

		Value



		[22/23/60].15.9

		1

		This TLV comprises an encoded bit map, featuring one field: bpcp, as shown in the table below







		Field name

		Description

		Size



		Reserved

		Reserved, ignored on reception

		5 bits



		bpcp

		Encodes the B-PCP field

		3 bits





[bookmark: API_ID215501](IEEE 802.1ad) B-DEI

The values of the field specify the matching parameters for the [IEEE 802.1ah] B-DEI field. 

		Type

		Length

		Value



		[22/23/60].15.10

		1

		This TLV comprises an encoded bit map, featuring one field: bdei, as shown in the table below







		Field name

		Description

		Size



		Reserved

		Reserved, ignored on reception

		7 bits



		bdei

		Encodes the B-DEI field

		1 bit





[bookmark: API_ID215503](IEEE 802.1ad) B-VID

The values of the field specify the matching parameters for the [IEEE 802.1ah] Backbone VLAN ID (B-VID) field. 

		Type

		Length

		Value



		[22/23/60].15.11

		2

		This TLV comprises an encoded bit map, featuring one field: B-VID, as shown in the table below







		Field name

		Description

		Size



		Reserved

		Reserved, ignored on reception

		4 bits



		bvid

		Encodes the B-VID field

		4 bits





[bookmark: API_ID215505](IEEE 802.1ad) B-DA

The value of the field specifies the matching value for the Backbone MAC Destination Address (B-DA). If this parameter is omitted, then comparison of the Backbone MAC Destination Address for this entry is irrelevant.

		Type

		Length

		Value



		[22/23/60].15.12

		6

		bda (48 bits)





[bookmark: API_ID215507](IEEE 802.1ad) B-SA

The value of the field specifies the matching value for the Backbone MAC Source Address (B-SA). If this parameter is omitted, then comparison of the Backbone MAC Source Address for this entry is irrelevant.

		Type

		Length

		Value



		[22/23/60].15.13

		6

		bsa (48 bits)





[bookmark: API_ID215509]MPLS Classification Encodings

This field defines the parameters associated with MPLS packet classification. This field matches the outermost MPLS label on the incoming packets [RFC 3203]. 

		Type

		Length

		Value



		[22/23/60].17

		n

		 





Support for any of these classifier TLVs/Sub-TLVs does not indicate device support for the forwarding behavior that might be implied by the MPLS standards.

[bookmark: API_ID215511]MPLS TC bits

The value of this field specifies the matching parameters for the MPLS Traffic Class field [RFC 5462].

		Type

		Length

		Value



		[22/23/60].17.1

		1

		MPLS Traffic Class (3 least significant bits)





[bookmark: API_ID215513]MPLS Label

The value of this field specifies the matching parameters for the MPLS Label field. 

		Type

		Length

		Value



		[bookmark: A222360][22/23/60].17.2

		3

		MPLS Label (20 least significant bits)





[bookmark: API_ID215515][bookmark: _Toc531185640]Service Flow Encodings

REQ24528 The following type/length/value encodings MUST be used in the configuration file, registration messages, and Dynamic Service messages to encode parameters for Service Flows. All multi-octet quantities are in network-byte order, i.e., the octet containing the most-significant bits is the first transmitted on the wire.

REQ24529 The following configuration settings MUST be supported by all CMs which are compliant with this specification.

[bookmark: API_ID215519]Upstream Service Flow Encodings

This field defines the parameters associated with upstream scheduling for a Service Flow. It is composed from a number of encapsulated type/length/value fields.

NOTE: The encapsulated upstream and downstream Service Flow configuration setting strings share the same subtype field numbering plan, because many of the subtype fields defined are valid for both types of configuration settings. These type fields are not valid in other encoding contexts.

		Type

		Length

		Value



		24

		n

		 





[bookmark: API_ID215521]Downstream Service Flow Encodings

This field defines the parameters associated with downstream scheduling for a Service Flow. It is composed from a number of encapsulated type/length/value fields.

NOTE: The encapsulated upstream and downstream flow classification configuration setting strings share the same subtype field numbering plan, because many of the subtype fields defined are valid for both types of configuration settings except Service Flow encodings. These type fields are not valid in other encoding contexts.

		Type

		Length

		Value



		25

		n

		 





[bookmark: API_ID215523]Upstream Aggregate Service Flow (ASF) 

This TLV defines the Upstream Aggregate Service Flow (ASF), which was introduced in the DPoEv2.0 Specifications. The Upstream Aggregate Service Flow parameter is a multi-part encoding used by the operator to configure multi-layer QoS capabilities in the upstream direction. An Upstream ASF aggregates one or more Upstream Service Flows. 

REQ27699 A CMTS SHOULD support the Upstream Aggregate Service Flow Encoding configuration setting. REQ24530 A CM MUST include the Upstream Aggregate Service Flow Encoding configuration setting in the Registration Request. 

		Type

		Length

		Value



		70

		n

		Upstream ASF Encoding subtype/length/value tuples





The upstream ASF encoding object is intended to be similar to TLV 24 (Upstream Service Flow Encodings) and shares certain sub-TLVs as TLV 24 to describe the parameters associated with an upstream ASF.

[bookmark: API_ID215527]Downstream Aggregate Service Flow (ASF) 

This TLV defines the Downstream Aggregate Service Flow (ASF), which was introduced in the DPoEv2.0 Specifications. The Downstream Aggregate Service Flow parameter is a multi-part encoding used by the operator to configure multi-layer QoS capabilities in the downstream direction. A Downstream ASF aggregates one or more Downstream Service Flows. 

REQ27700 A CMTS SHOULD support the Downstream Aggregate Service Flow Encoding configuration setting. REQ24531 A CM MUST include the Downstream Aggregate Service Flow Encoding configuration setting in the Registration Request. 

		Type

		Length

		Value



		71

		n

		Downstream ASF Encoding subtype/length/value tuples





The Downstream ASF encoding object is intended to be similar to TLV 25 (Downstream Service Flow Encodings) and shares certain sub-TLVs as TLV 25 to describe the parameters associated with a Downstream ASF.

[bookmark: API_ID215531]General Service Flow Encodings

[bookmark: API_ID215532]Service Flow Reference

[bookmark: REQ7Q2NOE_0]The Service Flow Reference is used to associate a packet classifier encoding with a Service Flow encoding. A Service Flow Reference is only used to establish a Service Flow ID. REQ24532 Once the Service Flow exists and has an assigned Service Flow ID, the Service Flow Reference MUST no longer be used. The Service Flow Reference is unique per configuration file, Registration message exchange, or Dynamic Service Add message exchange.

When this sub-TLV 1 is used within TLV 70/71, the value of the field specifies an Aggregate Service Flow Reference that identifies the Aggregate Service Flow. The ASF Reference is used to associate a Service Flow encoding with an Aggregate Service Flow encoding. 

An ASF Reference is only used to establish an ASF ID as well as to connect Classifiers to an ASF. Once the Aggregate Service Flow exists and has an assigned Aggregate Service Flow ID, the ASF Reference is no longer be used. The Aggregate Service Flow Reference is unique per configuration file, Registration message exchange, or Dynamic Service Add message exchange.

		Type

		Length

		Value



		[24/25/70/71].1

		2

		1 - 65535





[bookmark: API_ID215536]Service Flow Identifier

[bookmark: REQFDUJY1_0]The Service Flow Identifier is used by the CMTS as the primary reference of a Service Flow or Aggregate Service Flow. Only the CMTS can issue a Service Flow Identifier. It uses this parameterization to issue Service Flow Identifiers in CMTS-initiated DSA-Requests and in its REG/DSA-Response to CM-initiated REG/DSA-Requests. The CM specifies the SFID of a service flow using this parameter in a DSC-REQ message. REQ27657 Both the CM and CMTS MAY use this TLV to encode Service Flow IDs in a DSD-REQ.

REQ24533 The configuration file MUST NOT contain this parameter.

		Type

		Length

		Value



		[24/25/70/71].2

		4

		1 - 4,294,967,295





[bookmark: API_ID215540]Service Identifier

[bookmark: REQ7Q2NQG_0][bookmark: REQ7Q2NRH_0][bookmark: REQ7Q2NSI_0]The value of this field specifies the Service Identifier assigned by the CMTS to a Service Flow with a non-null AdmittedQosParameterSet or ActiveQosParameterSet. This is used in the bandwidth allocation MAP to assign upstream bandwidth. REQ24534 This field MUST be present in CMTS-initiated DSA-REQ or DSC-REQ messages related to establishing an admitted or active upstream Service Flow. REQ24535 This field MUST also be present in REG-RSP, REG-RSP-MP, DSA-RSP, and DSC-RSP messages related to the successful establishment of an admitted or active upstream Service Flow. REQ24536 This field MUST NOT be present in settings related to downstream Service Flows; the Service Identifier only applies to upstream Service Flows.

[bookmark: REQFDUM21_0]REQ24537 Even though a Service Flow has been successfully admitted or activated (i.e., has an assigned Service ID) the Service Flow ID MUST be used for subsequent DSx message signaling as it is the primary handle for a service flow. REQ27658 If a Service Flow is no longer admitted or active (via DSC-REQ), its Service ID MAY be reassigned by the CMTS.

		SubType

		Length

		Value



		[24].3

		2

		SID (low-order 14 bits)





[bookmark: API_ID215547]Service Class Name

The value of the field refers to a predefined CMTS service configuration to be used for this Service Flow.

		Type

		Length

		Value



		[24/25].4

		2 to 16

		Zero-terminated string of ASCII characters.





NOTE: The length includes the terminating zero.

When the Service Class Name is used in a Service Flow encoding, it indicates that all the unspecified QoS Parameters of the Service Flow need to be provided by the CMTS. It is up to the operator to synchronize the definition of Service Class Names in the CMTS and in the configuration file.

[bookmark: API_ID215549]Quality of Service Parameter Set Type

[bookmark: REQFDUMZ1_0][bookmark: REQFDUP01_0]REQ24538 This parameter MUST appear within every Service Flow Encoding, with the exception of Service Flow Encodings in the DSD-REQ where the Quality of Service Parameter Set Type has no value. It specifies the proper application of the QoS Parameter Set or Service Class Name: to the Provisioned set, the Admitted set, and/or the Active set. REQ27659 When two QoS Parameter Sets are the same, a multi-bit value of this parameter MAY be used to apply the QoS parameters to more than one set. REQ27660 A single message MAY contain multiple QoS parameter sets in separate type 24/25 Service Flow Encodings for the same Service Flow. This allows specification of the QoS Parameter Sets when their parameters are different. Bit 0 is the LSB of the Value field.

REQ24539 For every Service Flow that appears in a Registration-Request or Registration-Response message, there MUST be a Service Flow Encoding that specifies a ProvisionedQosParameterSet. REQ27661 This Service Flow Encoding, or other Service Flow Encoding(s), MAY also specify an Admitted and/or Active set.

REQ24540 Any Service Flow Encoding that appears in a Dynamic Service Message MUST NOT specify the ProvisionedQosParameterSet.

		Type

		Length

		Value



		[24/25].6

		1

		Bit # 0 Provisioned Set

Bit # 1 Admitted Set

Bit # 2 Active Set





[bookmark: _Toc513557824][bookmark: API_ID215558]Table 114 - Values Used in REG-REQ, REG-REQ-MP, REG-RSP, and REG-RSP-MP Messages

		Value

		Messages



		001

		Apply to Provisioned set only



		011

		Apply to Provisioned and Admitted set, and perform admission control



		101

		Apply to Provisioned and Active sets, perform admission control on Admitted set in separate Service Flow Encoding, and activate the Service flow.



		111

		Apply to Provisioned, Admitted, and Active sets; perform admission control and activate this Service Flow





[bookmark: _Toc513557825][bookmark: API_ID215559]Table 115 - Values Used In REG-REQ, REG-REQ-MP, REG-RSP,REG-RSP-MP, and Dynamic Service Messages

		Value

		Messages



		010

		Perform admission control and apply to Admitted set



		100

		Check against Admitted set in separate Service flow Encoding, perform admission control if needed, activate this Service Flow, and apply to Active set



		110

		Perform admission control and activate this Service Flow, apply parameters to both Admitted and Active sets





The value 000 is used only in Dynamic Service Change messages. It is used to set the Active and Admitted sets to Null (see the Quality of Service Subsection in Section 7).

[bookmark: REQ7Q2NYO_0]REQ24541 A CMTS MUST handle a single update to each of the Active and Admitted QoS parameter sets. The ability to process multiple Service Flow Encodings that specify the same QoS parameter set is NOT required, and is left as a vendor-specific function. REQ24542 If a DSA/DSC contains multiple updates to a single QoS parameter set and the vendor does not support such updates, then the CMTS MUST reply with error code 2, reject-unrecognized-configuration-setting (see Annex C.4).

[bookmark: API_ID215564]Service Flow Required Attribute Mask

This parameter is optional in upstream and downstream service flows. If specified, it limits the set of channels and bonding groups to which the CMTS assigns the service flow requiring certain cable operator-determined binary attributes. When this TLV is not present in the service flow request the CMTS defaults this value to zero.

		Type

		Length

		Value



		[24/25].31

		4

		32-bit mask representing the set of binary channel attributes required for service flow. This TLV uses the BITS Encoding convention where bit number 0 is the most significant bit of the mask.





See the subsection Service Flow Assignment in Section 8 for how the Service Flow Required Attribute mask, Service Flow Forbidden Attribute Mask, and Service Flow Attribute Aggregation Rule Mask control how service flows may be assigned to particular channels or bonding groups.

[bookmark: API_ID215566]Service Flow Forbidden Attribute Mask

This parameter is optional in upstream and downstream service flows. If specified, it limits the set of channels and bonding groups to which the CMTS assigns the service flow by forbidding certain attributes. When this TLV is not present in the service flow request the CMTS defaults this value to zero.

		Type

		Length

		Value



		[24/25].32

		4

		32-bit mask representing the set of binary channel attributes forbidden for the service flow. This TLV uses the BITS Encoding convention where bit number 0 is the most significant bit of the mask.





See the subsection Service Flow Assignment in Section 8 for how the Service Flow Required Attribute mask, Service Flow Forbidden Attribute Mask, and Service Flow Attribute Aggregation Rule Mask control how service flows may be assigned to particular channels or bonding groups.

[bookmark: API_ID215568]Service Flow Attribute Aggregation Rule Mask

This parameter is optional in upstream and downstream service flows. It controls, on a per-attribute basis, whether the attribute is required or forbidden on any or all channels of a bonding group that aggregates multiple channels. It can be considered to control how an "aggregate" attribute mask for the bonding group is built by either AND'ing or OR'ing the attributes of individual channels of the bonding group. When this TLV is not present in the service flow request the CMTS defaults this value to zero.

		Type

		Length

		Value



		[24/25].33

		4

		32-bit mask controlling how attributes in each bit position are aggregated for bonding groups consisting of multiple channels. A '1' in this mask for an attribute means that a bonding group attribute is considered to be the logical 'AND' of the attribute bit for each channel. A '0' in this mask for an attribute means that the bonding group is considered to have the logical 'OR' of the attribute for each channel. This TLV uses the BITS Encoding convention where bit number 0 is the most significant bit of the mask.





See the subsection Service Flow Assignment in Section 8 for how the Service Flow Required Attribute mask, Service Flow Forbidden Attribute Mask, and Service Flow Attribute Aggregation Rule Mask control how service flows may be assigned to particular channels or bonding groups.

[bookmark: API_ID215570]Application Identifier

This parameter allows for the configuration of a cable operator defined Application Identifier for service flows, e.g., an Application Manager ID and Application Type as defined in [PCMM]. This Application Identifier can be used to influence admission control or other policies in the CMTS that are outside of the scope of this specification.

		Type

		Length

		Value



		[24/25].34

		4

		Application ID





[bookmark: API_ID215572]Aggregate Service Flow Reference



The Aggregate Service Flow Reference is used to associate a Service Flow encoding to aprovide a reference to the higher level Aggregate Service Flow. T; the use of this encoding is defined Section 7.5, Quality of Servicein Section 7.6, and also in the DPoEv2.0 Specifications. This is used to associate a Service Flow encoding to a higher level Aggregate Service Flow encoding.

[bookmark: REQFFEF01_0]REQ24543 A CM MUST include the Aggregate Service Flow Reference in the Registration Request, if present. REQ27701 A CMTS SHOULD MUST support the Aggregate Service Flow Reference. If not supported this TLV is ignored.

		Type

		Length

		Value



		[24/25].36

		2

		Aggregate Service Flow Reference

1-65535





[bookmark: API_ID215576]Aggregate Service Flow Identifier

The Aggregate Service Flow Identifier is used to associate a Service Flow encoding to a higher level Aggregate Service Flow. The use of this encoding is defined in Section 7.6

A CMTS MUST replace the Aggregate Service Flow Reference with the corresponding Aggregate Service Flow Identifier in the Registration Response. 

		Type

		Length

		Value



		[24/25].47

		4

		Aggregate Service Flow Identifier

1 - 4,294,967,295





MESP Reference 

The MESP Reference is used to associate a Service Flow or Aggregate Service Flow encoding with a set of Metro Ethernet Service Profile parameters described by an MESP Encoding (TLV 71). The Metro Ethernet Service Profile (MESP) Reference within TLV [24/25/70/71] is used to provide a reference to a set of QoS Parameters as defined by a particular MESP parameter set; the use of this encoding is defined in the DPoE Specifications [DPoE-MULPIv2.0].

[bookmark: REQFDURZ1_0]REQ27662 A CMTS MAY support the MESP Reference. REQ27663 A CM MAY support the MESP Reference. If not supported this TLV is ignored.

		Type

		Length

		Value



		[24/25/70/71].37

		2

		1-65535





The supported range is 1 – 65535 and the value 0 is reserved. 

[bookmark: API_ID215581]Service Flow Error Encodings

This field defines the parameters associated with Service Flow Errors.

		Type

		Length

		Value



		[24/25].5

		n

		 





A Service Flow Error Encoding consists of a single Service Flow Error Parameter Set which is defined by the following individual parameters: Errored Parameter, Confirmation Code, and Error Message.

The Service Flow Error Encoding is returned in REG-RSP, REG-RSP-MP, DSA-RSP, and DSC-RSP messages to indicate the reason for the recipient's negative response to a Service Flow establishment request in a REG-REQ, REG-REQ-MP, DSA-REQ or DSC-REQ message.

The Service Flow Error Encoding is returned in REG-ACK, DSA-ACK and DSC-ACK messages to indicate the reason for the recipient's negative response to the expansion of a Service Class Name in a corresponding REG-RSP, REG-RSP-MP, DSA-RSP, or DSC-RSP.

[bookmark: REQ7Q2O0R_0][bookmark: REQ7Q2O1S_0][bookmark: REQFDUT01_0][bookmark: REQ7Q2O2T_0]REQ24544 On failure, the REG-RSP, REG-RSP-MP, DSA-RSP or DSC-RSP MUST include one Service Flow Error Encoding for at least one failed Service Flow requested in the REG-REQ, REG-REQ-MP, DSA-REQ or DSC-REQ message. REQ24545 On failure, the REG-ACK, DSA-ACK, or DSC-ACK MUST include one Service Flow Error Encoding for at least one failed Service Class Name expansion in the REG-RSP, REG-RSP-MP, DSA-RSP, or DSC-RSP message. REQ24546 A Service Flow Error Encoding for the failed Service Flow MUST include the Confirmation Code and Errored Parameter. REQ27664 A Service Flow Error Encoding for the failed Service Flow MAY include an Error Message. REQ24547 If some Service Flow Parameter Sets are rejected but other Service Flow Parameter Sets are accepted, then Service Flow Error Encodings MUST be included for only the rejected Service Flow.

REQ24548 On success of the entire transaction, the RSP or ACK message MUST NOT include a Service Flow Error Encoding.

[bookmark: REQ7Q2O4V_0]REQ27665 Multiple Service Flow Error Encodings MAY appear in a REG-RSP, REG-RSP-MP, DSA-RSP, DSC-RSP, REG-ACK, DSA-ACK or DSC-ACK message, since multiple Service Flow parameters may be in error. REQ24549 A message with even a single Service Flow Error Encoding MUST NOT contain any QoS Parameters.

REQ24550 A Service Flow Error Encoding MUST NOT appear in any REG-REQ, REG-REQ-MP, DSA-REQ, or DSC-REQ messages.

[bookmark: API_ID215592]Errored Parameter

[bookmark: REQ7Q2O6X_0]The value of this parameter identifies the subtype of a requested Service Flow parameter in error in a rejected Service Flow request or Service Class Name expansion response. REQ24551 A Service Flow Error Parameter Set MUST have exactly one Errored Parameter TLV within a given Service Flow Error Encoding.

		Subtype

		Length

		Value



		[24/25].5.1

		1

		Service Flow Encoding Subtype in Error





[bookmark: API_ID215595]Error Code

[bookmark: REQ7Q2O7Y_0]This parameter indicates the status of the request. A non-zero value corresponds to the Confirmation Code as described in Annex C.4. REQ24552 A Service Flow Error Parameter Set MUST have exactly one Error Code within a given Service Flow Error Encoding.

		Subtype

		Length

		Value



		[24/25].5.2

		1

		Confirmation code





A value of okay(0) indicates that the Service Flow request was successful. REQ24553 Since a Service Flow Error Parameter Set only applies to errored parameters, this value MUST NOT be used.

[bookmark: API_ID215599]Error Message

[bookmark: REQFDUV01_0]This subtype is optional in a Service Flow Error Parameter Set. If present, it indicates a text string to be displayed on the CM console and/or log that further describes a rejected Service Flow request. REQ27666 A Service Flow Error Parameter Set MAY have zero or one Error Message subtypes within a given Service Flow Error Encoding.

		SubType

		Length

		Value



		[24/25].5.3

		N

		Zero-terminated string of ASCII characters





NOTE: The length N includes the terminating zero.

REQ24554 NOTE: The entire Service Flow Encoding message MUST have a total length of less than 256 characters.

[bookmark: API_ID215603]Common Upstream and Downstream Quality-of-Service Parameter Encodings

[bookmark: REQ7Q2O91_0]The remaining Type 24 and 25 parameters are QoS Parameters. REQ24555 Any given QoS Parameter type MUST appear zero or one times per Service Flow Encoding.

[bookmark: API_ID215606]Traffic Priority

[bookmark: REQFFEFM1_0]The value of this parameter specifies the priority assigned to a Service Flow or an Aggregate Service Flow. REQ27702 The CMTS SHOULD provide differentiated service based on the value of Traffic Priority. The specific algorithm for enforcing this parameter is not mandated here. The default priority is 0.

REQ27703 For upstream service flows, the CMTS SHOULD use this parameter when determining precedence in request service and grant generation. REQ24556 For upstream service flows, the CM MUST include contention Request opportunities for Priority Request Service IDs (refer to Annex A.2.3) in its request backoff algorithm based on this priority and its Request/Transmission Policy (refer to Annex C.2.2.8.3).

For downstream service flows configured with a non-default value, the CMTS inserts this priority as a three bit tag into the Downstream Service Extended Header as defined in the subsection Downstream Service Extended Header in Section 6.2.6.6. The CM preferentially orders the PDU packets onto the egress queues based on this 3-bit Traffic Priority in the DS EHDR as described in the subsection Packet Queuing in Section 7.6.

		Type

		Length

		Value



		[24/25/70/71].7

		1

		0 to 7 - Higher numbers indicate higher priority





[bookmark: API_ID215613]Maximum Sustained Traffic Rate

[bookmark: REQ7Q2OB3_0]This parameter is the rate parameter R of a token-bucket-based rate limit for packets within a Service Flow or an Aggregate Service Flow. REQ24557 R is expressed in bits per second, and MUST take into account all MAC frame data PDU of the Service Flow from the byte following the MAC header HCS to the end of the CRC, including every PDU in the case of a Concatenated MAC Frame.

The number of bytes forwarded (in bytes) is limited during any time interval T by Max(T), as described in the expression:

Max(T) = T * (R / 8) + B,      	…  (1)

where the parameter B (in bytes) is the Maximum Traffic Burst Configuration Setting (refer to Annex C.2.2.7.3).

NOTE: This parameter does not limit the instantaneous rate of the Service Flow.

[bookmark: REQFFEZF1_0]The specific algorithm for enforcing this parameter is not mandated here. Any implementation which satisfies the above equation is conformant. In particular, the granularity of enforcement and the minimum implemented value of this parameter are vendor-specific. REQ27721 The CMTS SHOULD support a granularity of at most 100 kbps. REQ27722 The CM SHOULD support a granularity of at most 100 kbps.

NOTE: If this parameter is omitted or set to zero, then there is no explicitly-enforced traffic rate maximum. This field specifies only a bound, not a guarantee that this rate is available.

[bookmark: API_ID215619]Upstream Maximum Sustained Traffic Rate

REQ24558 For an upstream Service Flow, the CM MUST NOT request bandwidth exceeding the Max(T) requirement in expression (1) during any interval T because this could force the CMTS to fill MAPs with deferred grants.

SP_MULPIv3_1-REQ7285 For the purpose of enforcing expression (1) the CM MAY apply a minimum value of T that is equal to the interval from the time of transmission of the last bandwidth request for the Service Flow or 10 msec, whichever is smaller.

REQ24559 The CM MUST defer upstream packets that violate expression (1) and "rate shape" them to meet the expression, up to a limit defined by the Buffer Control parameter.

[bookmark: REQFDUVM1_0]REQ24560 The CMTS MUST enforce expression (1) on all upstream data transmissions, including data sent in contention. 

[bookmark: REQFDUWB1_0][bookmark: REQ7Q2OE7_0][bookmark: REQ7Q2OF8_0]REQ27667 The CMTS MAY consider unused grants in calculations involving this parameter. REQ27668 The CMTS MAY enforce this limit by any of the following methods: (a) discarding over-limit requests, (b) deferring (through zero-length grants) the grant until it is conforming to the allowed limit, or (c) discarding over-limit data packets. REQ24561 A CMTS MUST report this condition to a policy module. REQ24562 If the CMTS is policing by discarding either packets or requests, the CMTS MUST allow a margin of error between the CM and CMTS algorithms.

The CMTS is allowed to issue grants beyond the bounds of expression (1) as to meet the low latency targets [See xref section 7.7.3 Low Latency Support], as long as it ensures that the upstream data transmissions are within the bounds of expression (1).



		Type

		Length

		Value



		[24/70].8

		4

		R (in bits per second)





[bookmark: API_ID215627]Downstream Maximum Sustained Traffic Rate

[bookmark: REQ7Q2OG9_0][bookmark: REQ7Q2OHA_0][bookmark: REQFFEHD1_0]For a downstream Service Flow, this parameter is only applicable at the CMTS. REQ24563 The CMTS MUST enforce expression (1) on all downstream data transmissions. REQ24564 The CMTS MUST NOT forward downstream packets that violates expression (1) in any interval T. REQ27704 The CMTS SHOULD "rate shape" the downstream traffic by enqueuing packets arriving in excess of expression (1), and delay them until the expression can be met.

When a CMTS implements both a Maximum Sustained Traffic Rate and a Peak Downstream Traffic Rate for a service flow or an Aggregate Service Flow, it limits the bytes forwarded in any interval T to the lesser of Max(T) defined in equation (1) and Peak(T) defined in equation (2) of Annex C.2.2.9.2.

This parameter is not intended for enforcement on the CM.

		Type

		Length

		Value



		[25/71].8

		4

		R (in bits per second)





[bookmark: API_ID215633]Maximum Traffic Burst

The value of this parameter specifies the token bucket size B (in bytes) for this Service Flow or an Aggregate Service Flow as described in expression (1). This value is calculated from the byte following the MAC header HCS to the end of the CRC, including every PDU in the case of a Concatenated MAC Frame.

The minimum value of B is 1522 bytes, or 2000 bytes if extended packet length is enabled for this Service Flow. If this parameter is omitted, the default value for B is 3044 bytes, or 4000 bytes if extended packet length is enabled for this Service Flow or an Aggregate Service Flow. This parameter has no effect unless a non-zero value has been provided for the Maximum Sustained Traffic Rate parameter.

Bonded downstream packets may be internally distributed across multiple channels within the CMTS after they have been scheduled according to the rate limiting algorithm in expression (1). As a result, the traffic burst observed at the CMTS output would not just be a function of the rate limiting algorithm, but would also be a function of the skew between the channels that data is sent on. Thus the observed traffic burst could exceed the Maximum Traffic Burst value.

The resequencing and reassembly operations may also impact the observed maximum traffic burst of a downstream or upstream bonded service flow. When a stream of packets are resequenced (or segments are reassembled) they can't be forwarded until all have arrived (or a timeout occurred). As a result, a period of idle time would be followed by a traffic burst even if the CMTS/CM performed perfect output shaping of the traffic as per (1).

For an upstream service flow, if B is sufficiently less than the Maximum Concatenated Burst parameter, then enforcement of the rate limit equation will limit the maximum size of a concatenated burst.

		Type

		Length

		Value



		[24/25/70/71].9

		4

		B (bytes)





NOTE: The value of this parameter affects the trade-off between the data latency perceived by an individual application, and the traffic engineering requirements of the network. A large value will tend to reduce the latency introduced by rate limiting for applications with burst traffic patterns. A small value will tend to spread out the bursts of data generated by such applications, which may benefit traffic engineering within the network.

[bookmark: API_ID215635]Minimum Reserved Traffic Rate

This parameter specifies the minimum rate, in bits/sec, reserved for this Service Flow or an Aggregate Service Flow. The value of this parameter is calculated from the byte following the MAC header HCS to the end of the CRC, including every PDU in a Concatenated MAC Frame. If this parameter is omitted, then it defaults to a value of 0 bits/sec (i.e., no bandwidth is reserved for the flow by default).

How Minimum Reserved Traffic Rate and Assumed Minimum Reserved Rate Packet Size apply to a CMTS's admission control policies is vendor-specific, and is beyond the scope of this specification. The aggregate Minimum Reserved Traffic Rate of all Service Flows could exceed the amount of available bandwidth.

[bookmark: REQFDUX21_0]REQ27705 Unless explicitly configured otherwise, a CMTS SHOULD schedule forwarding of all service flows' traffic such that each receives at least its Minimum Reserved Traffic Rate when transmitting packets with the Assumed Minimum Reserved Rate Packet Size. If the service flow sends packets of a size smaller than the Assumed Minimum Reserved Rate Packet Size, such packets will be treated as being of the Assumed Minimum Reserved Rate Packet Size for calculating the rate forwarded from the service flow for purposes of meeting the Minimum Reserved Traffic Rate. REQ27669 If less bandwidth than its Minimum Reserved Traffic Rate is requested for a Service Flow, the CMTS MAY reallocate the excess reserved bandwidth for other purposes.

NOTE: The granularity of the Minimum Reserved Traffic Rate used internally by the CMTS is vendor-specific. REQ27670 Because of this, the CMTS MAY schedule forwarding of a service flow's traffic at a rate greater than the configured value for Minimum Reserved Traffic Rate.

This field is only applicable at the CMTS.

		Type

		Length

		Value



		[24/25/70/71].10

		4

		 





[bookmark: API_ID215642]Assumed Minimum Reserved Rate Packet Size

This parameter is used by the CMTS to make worst-case DOCSIS overhead assumptions. The Minimum Reserved Traffic Rate of a service flow excludes the DOCSIS MAC header and any other DOCSIS overhead (e.g., for completing an upstream minislot). Traffic with smaller packets sizes will require a higher proportion of overall channel capacity for DOCSIS overhead than traffic with larger packet sizes. The CMTS assumes that the worst-case DOCSIS overhead for a service flow will be when all traffic is as small as the size specified in this parameter. 

This parameter is defined in bytes and is specified as the bytes following the MAC header HCS to the end of the CRC. 

If this parameter is omitted, then the default value is CMTS implementation dependent.

		Type

		Length

		Value



		[24/25/70/71].11

		2

		 





[bookmark: API_ID215644]Timeout for Active QoS Parameters

[bookmark: REQ7Q2OIB_0][bookmark: REQ7Q2OIC_0]The value of this parameter specifies the maximum duration resources remain unused on an active Service Flow. REQ24565 If there is no activity on the Service Flow within this time interval, the CMTS MUST change the active and admitted QoS Parameter Sets to null. REQ24566 The CMTS MUST signal this resource change with a DSC-REQ to the CM.

		Type

		Length

		Value



		[24/25].12

		2

		seconds





[bookmark: REQFDUZ61_0]REQ24567 This parameter MUST be enforced at the CMTS. This parameter SHOULD NOT be enforced at the CM. The parameter is processed by the CMTS for every QoS set contained in Registration messages and Dynamic Service messages. If the parameter is omitted, the default of 0 (i.e., infinite timeout) is assumed. The value specified for the active QoS set must be less than or equal to the corresponding value in the admitted QoS set which must be less than or equal to the corresponding value in the provisioned/authorized QoS set. REQ27671 If the requested value is too large, the CMTS MAY reject the message or respond with a value less than that requested. If the Registration or Dynamic Service message is accepted by the CMTS and acknowledged by the CM, the Active QoS Timeout timer is loaded with the new value of the timeout. The timer is activated if the message activates the associated Service Flow. The timer is deactivated if the message sets the active QoS set to null.

[bookmark: API_ID215652]Timeout for Admitted QoS Parameters

[bookmark: REQ7Q2OLF_0][bookmark: REQ7Q2OMG_0]REQ24568 The value of this parameter specifies the duration that the CMTS MUST hold resources for a Service Flow's Admitted QoS Parameter Set while they are in excess of its Active QoS Parameter Set. REQ24569 If there is no DSC-REQ to activate the Admitted QoS Parameter Set within this time interval, and there is no DSC to refresh the QoS parameter sets and restart the timeout (see the subsection Quality of Service in Section 7), the resources that are admitted but not activated MUST be released, and only the active resources retained. REQ24570 The CMTS MUST set the Admitted QoS Parameter Set equal to the Active QoS Parameter Set for the Service Flow and initiate a DSC-REQ exchange with the CM to inform it of the change.

		Type

		Length 

		Value



		[24/25].13

		2

		seconds





[bookmark: REQ7Q2OOI_0][bookmark: REQFDV181_0]REQ24571 This parameter MUST be enforced at the CMTS. This parameter SHOULD NOT be enforced at the CM. The parameter is processed by the CMTS for every QoS set contained in Registration messages and Dynamic Service messages. If the parameter is omitted, the default of 200 seconds is assumed. REQ24572 A value of 0 means that the Service Flow can remain in the admitted state for an infinite amount of time and MUST NOT be timed out due to inactivity. However, this is subject to policy control by the CMTS. The value specified for the active QoS set must be less than or equal to the corresponding value in the admitted QoS set which must be less than or equal to the corresponding value in the provisioned/authorized QoS set. REQ27672 If the requested value is too large, the CMTS MAY reject the message or respond with a value less than that requested. If the Registration or Dynamic Service message containing this parameter is accepted by the CMTS and acknowledged by the CM, the Admitted QoS Timeout timer is loaded with the new value of the timeout. The timer is activated if the message admits resources greater than the active set. The timer is deactivated if the message sets the active QoS set and admitted QoS set equal to each other.

[bookmark: API_ID215662]Vendor Specific QoS Parameters

[bookmark: REQ7Q2OPJ_0][bookmark: REQ7Q2OQK_0]This allows vendors to encode vendor-specific QoS parameters using the DOCSIS Extension Field. REQ24573 The Vendor ID MUST be the first TLV embedded inside Vendor Specific QoS Parameters. REQ24574 If the first TLV inside Vendor Specific QoS Parameters is not a Vendor ID, then the TLV MUST be discarded.  (Refer to Annex C.1.1.17).

		Type

		Length

		Value



		[24/25].43

		N

		 





[bookmark: API_ID215667]IP Type Of Service (DSCP) Overwrite

REQ24575 The CMTS MUST overwrite IP packets with IPv4 TOS byte or IPv6 Traffic Class value "orig-ip-tos" with the value "new-ip-tos", where new-ip-tos = ((orig-ip-tos AND tos-and-mask) OR tos-or-mask). If this parameter is omitted, then the IP packet TOS/Traffic Class byte is not overwritten.

[bookmark: REQ7Q2OSM_0]This parameter is only applicable at the CMTS. REQ24576 If defined, this parameter MUST be enforced by the CMTS.

The IPv4 TOS octet as originally defined in RFC 791 has been superseded by the 6-bit Differentiated Services Field (DSField, [RFC 3260]) and the 2-bit Explicit Congestion Notification Field (ECN field, [RFC 3168]). The IPv6 Traffic Class octet [RFC 2460] is consistent with that new definition. Network operators should avoid specifying values of tos-and-mask and tos-or-mask that would result in the modification of the ECN bits.

In particular, operators should not use values of tos-and-mask that have either of the least-significant two bits set to 0. Similarly, operators should not use values of tos-or-mask that have either of the least-significant two bits set to 1.

		Type

		Length

		Value



		24/25.23

		2

		tos-and-mask, tos-or-mask





[bookmark: API_ID215672]Peak Traffic Rate

This parameter is the rate parameter P of a token-bucket-based peak rate limiter for packets of a service flow or an Aggregate Service Flow. Configuring this peak rate parameter permits an operator to define a Maximum Traffic Burst value for the Maximum Sustained Traffic Rate much larger than a maximum packet size, but still limit the burst of packets consecutively transmitted for a service flow (refer to Annex C.2.2.7.3). 

The parameter P is expressed in bits per second, and includes all MAC frame data PDU bytes scheduled on the service flow from the byte following the MAC header HCS to the end of the CRC.

The number of bytes forwarded is limited during any time interval T by Peak(T), as described in expression (2), below:

Peak(T) <= T * (P / 8) + MaxPDU            …    (2)

where MaxPDU = 2000 bytes if extended packet length is enabled for this Service Flow or 1522 bytes if extended packet length is not enabled for this Service Flow.

[bookmark: API_ID215674]Upstream Peak Traffic Rate

For an upstream Service Flow, the CM SHOULD NOT request bandwidth exceeding the Peak(T) requirement in expression (2) during any interval T because this could force the CMTS to discard packets and/or fill MAPs with deferred grants.

REQ27706 The CM SHOULD defer upstream packets that violate expression (2) and "rate shape" them to meet the expression, up to a limit defined by the Buffer Control parameter.

[bookmark: REQFDV1W1_0][bookmark: REQFDV301_0]REQ27707 The CMTS SHOULD enforce expression (2) on all upstream data transmissions, including data sent in contention. REQ27673 The CMTS MAY consider unused grants in calculations involving this parameter. REQ27674 The CMTS MAY enforce this limit by any of the following methods: (a) discarding over-limit requests, (b) deferring (through zero-length grants) the grant until it is conforming to the allowed limit, or (c) discarding over-limit data packets. A CMTS SHOULD report this condition to a policy module. REQ24577 If the CMTS is policing by discarding either packets or requests, the CMTS MUST allow a margin of error between the CM and CMTS algorithms.

The CMTS is allowed to issue grants beyond the bounds of expression (2) as to meet the low latency targets (see Xref Section 7.7 Low Latency Support), as long as it ensures that the upstream data transmissions are within the bounds of expression (2).



		Type

		Length

		Value



		[24/70].27

		4

		Upstream Peak Traffic Rate (P), in bits per second. If omitted or zero(0), upstream peak traffic rate is not limited.





[bookmark: API_ID215681]Downstream Peak Traffic Rate

REQ27708 When this parameter P is defined for a service flow, the CMTS SHOULD enforce the number of PDU bytes scheduled on a downstream service flow for any time interval T to be limited by the expression Peak(T) as described in expression (2). 

When a CMTS implements both a Maximum Sustained Traffic Rate and a Peak Downstream Traffic Rate for a service flow or an Aggregate Service Flow, it limits the bytes forwarded in any interval T to the lesser of Max(T) defined in equation (1) of Annex C.2.2.7.2 and Peak(T) defined in equation (2). The peak rate parameter P is intended to be configured to be greater than or equal to the Maximum Sustained Rate R of equation (1). Operation when the peak rate P is configured to be less than the Maximum Sustained Rate R is CMTS vendor-specific. 

[bookmark: REQFFELX1_0]REQ27709 When the CMTS enforces the Downstream Peak Traffic Rate, it SHOULD "rate shape" the downstream traffic by delaying the forwarding of packets until the Downstream Peak Rate expression (2) can be met. The specific algorithm for enforcing this parameter, with or without concurrently enforcing the Maximum Sustained Traffic Rate parameter, is not mandated here. Any implementation which satisfies the normative requirements is conformant. In particular, the granularity of enforcement and the minimum implemented value of this parameter are vendor-specific. REQ27710 The CMTS SHOULD support a granularity of at most 100 kbps. 

This parameter is not intended for enforcement on the CM.

REQ24578 If the parameter is omitted or set to zero, the CMTS MUST NOT enforce a Downstream Peak Traffic Rate for the service flow. 

		Type

		Length

		Value



		[25/71].27

		4

		Downstream Peak Traffic Rate (P), in bits per second. If omitted or zero(0), downstream peak traffic rate is not limited. 





[bookmark: API_ID215689]Buffer Control

The Buffer Control parameters limit the maximum queue depth of a Service Flow. The service flow buffer holds the packets that are enqueued for transmission for the service flow. The size of the service flow buffer sets the maximum queue depth, an upper limit on the amount of data that can be enqueued for transmission at any time by the service flow. By providing the ability to control per-service flow buffers, the Buffer Control parameters provide a means of balancing throughput and latency in a standardized and configurable manner.

The Buffer Control parameters are expressed as the number of bytes including all MAC frame data PDU bytes following the MAC header HCS and to the end of the CRC for the MAC frames enqueued for the service flow.

The size of the service flow buffer influences a tradeoff between transmission latency for latency-sensitive UDP traffic and throughput for TCP traffic. A larger buffer may improve TCP throughput, but can cause increased latency, which may negatively impact latency-sensitive applications such as voice over IP or real-time games. Conversely, a smaller buffer may decrease transmission latency for the service flow, but may degrade TCP throughput. In the case where a service flow is intended to carry a mix of both TCP traffic and latency-sensitive UDP traffic, a careful consideration of the performance tradeoffs between the two traffic types should be made. 

In order to accommodate implementation differences (e.g., varying amounts of memory available for buffering) and to allow an optimized partitioning of buffering memory based on the number of active service flows, the Buffer Control parameter is defined via three values: a minimum buffer, a maximum buffer, and a target buffer. The Minimum Buffer and Maximum Buffer provide a range of values for the size of the service flow buffer, while the Target Buffer indicates a specific desired value for the buffer. 

If the Buffer Control parameters are defined for a service flow, the device selects a buffer size within the range defined by the Minimum and Maximum Buffers. The device is expected to size the service flow buffer as close as possible to the Target Buffer if it is specified. However, there may be constraints that prevent an implementation from selecting the Target Buffer. The minimum and maximum buffers can be made equal to each other in order to force a specific buffer size; however, tighter ranges are more likely to be rejected than wider ranges. A Buffer Control encoding is considered invalid if the Minimum Buffer is greater than the Maximum Buffer or if the Target Buffer is not within the range defined by the Minimum and Maximum Buffers. Operators must take this into consideration in assigning the values in the Buffer Control parameters.

Once a value for a service flow's buffer is chosen, the rate shaping operation is not to queue more bytes than this value. Over time, system parameters and constraints may change. Service flows can be created or deleted, or service flow parameters may be changed. As a result of these changes, the device can adjust the buffer size for all or a subset of service flows within the range defined by the service flow's Minimum and Maximum Buffers.

[bookmark: API_ID215691]Upstream Buffer Control

The Upstream Buffer Control provides a range for the maximum number of bytes that the CM is permitted to enqueue for this upstream service flow.

The Upstream Buffer Control parameters impact upstream performance. While these parameters can be applied to any service flow scheduling type, service flows that are not best effort typically have optimized buffering implementations that make usage of the Upstream Buffer Control parameters unnecessary. As a result, these parameters are only expected to be used with best effort service flows.

[bookmark: REQ7Q2OVQ_0][bookmark: REQ7Q2OWR_0][bookmark: REQ7Q2OXS_0][bookmark: REQFFEMN1_0]REQ24579 The CM MUST support the Upstream Buffer Control encodings. REQ24580 The CM MUST ensure that the size of the buffer of the upstream service flow is within the range defined by the Minimum Buffer and Maximum Buffer parameters. REQ24581 The CM MUST reject an upstream service flow if it is unable to provide a buffer within the range (inclusively) of bytes defined by the Minimum Buffer and Maximum Buffer parameters. If the Maximum Buffer has a value of no limit, then there is no restriction on the maximum size of the buffer. REQ24582 The CM MUST NOT queue more bytes for the service flow than the value defined by the Maximum Buffer. REQ27711 If the Target Buffer is present and non-zero, the CM SHOULD set the size of the buffer for the upstream Service Flow to be equal to the value of the Target Buffer parameter. A CM may have implementation-specific constraints that prevent setting the size of the buffer to the Target Buffer value.

REQ24583 The CM MUST support a buffer of at least 24 kibibytes (KiB) per upstream service flow.

		Type

		Length

		Value



		[bookmark: A24][24].35

		N

		





[bookmark: API_ID215701]Downstream Buffer Control

The Downstream Buffer Control provides a range for the maximum number of bytes that the CMTS is permitted to enqueue for transmission on the downstream channel. 

REQ27675 The CMTS MAY support the Downstream Buffer Control encodings.

		Type

		Length

		Value



		[bookmark: A25][25].35

		N

		 





[bookmark: API_ID215704]Minimum Buffer

This parameter defines a lower limit for the size of the buffer that is to be provided for a service flow.

If the device is unable to provide a buffer that meets the number of bytes defined by the Minimum Buffer, the device is to reject the service flow. 

If this parameter is omitted, the Minimum Buffer defaults to a value of 0 which indicates that there is no lower limit.

		Type

		Length

		Value



		[24/25].35.1

		4

		0 - 4294967295 Bytes
Default = 0





[bookmark: API_ID215706]Target Buffer

The Target Buffer defines a desired value for the size of the buffer that is to be provided for a service flow. This parameter exists for scenarios in which an ideal value for the size of the buffer has been calculated in order to optimize an application. The specific algorithm by which this parameter might be calculated is not specified here. 

If this parameter is omitted or set to a value of 0, the device selects any buffer size within the range of the Minimum and Maximum Buffers, via a vendor-specific algorithm.

		Type

		Length

		Value



		[24/25].35.2

		4

		0 - 4294967295 Bytes
Default = 0 (vendor-specific value)





[bookmark: API_ID215708]Maximum Buffer

This parameter defines an upper limit for the size of the buffer that is to be provided for a service flow. 

If this parameter is omitted, the Maximum Buffer defaults to a value of no limit.

		Type

		Length

		Value



		[24/25].35.3

		4

		0 - 4294967295 Bytes
Default = no limit





[bookmark: API_ID215710]ASF QoS Profile Name

The value of the field refers to a predefined CMTS service configuration to be used for this Aggregate Service Flow.

		Type

		Length

		Value



		[70/71].4

		2 to 16

		Zero-terminated string of ASCII characters.





NOTE: The length includes the terminating zero.

ASF QoS Profile (AQP) Name serves a similar purpose for ASFs as Service Class Name serves for Service Flows. However, unlike Service Class Name which provides an alternative and complementary method to provisioning of QoS parameters in CM configuration file or dynamic service messages, the ASF QoS Profile Name (AQP) is the only available method for defining QoS parameters for an ASF. All ASF QoS parameters are configured on the CMTS in profiles AQPs identified by names as specified in [DOCSIS OSSIv3.1].

[bookmark: API_ID215712]Service Flow Matching Criteria

The set of sub-TLVs for this TLV defines criteria through which the CMTS will match dynamically created Service Flows to an ASF.

		Type

		Length

		Value



		[70/71].38

		N

		 





[bookmark: API_ID215714]Service Flow to ASF Matching by Application Id 

The value of this field defines a value of an Application ID that the CMTS will use to match a Service Flow to an ASF.

		Type

		Length

		Value



		[70/71].38.1

		4

		Application ID





This TLV may appear more than one time in ASF encodings permitting matching of Service Flows to ASFs against multiple Application Ids. 

[bookmark: API_ID215716]Service Flow to ASF Matching by Service Class Name

The value of this field defines the Service Class Name that the CMTS will use to match a Service Flow to an ASF.

		Type

		Length

		Value



		[70/71].38.2

		2 to 16

		Zero-terminated string of ASCII characters.





This TLV may appear more than one time in ASF encodings permitting matching of Service Flows to ASFs against multiple Service Class Names. 

[bookmark: API_ID215718]Service Flow to ASF Matching by Traffic Priority Range

The value of this field defines a range of values of Service Flow's Traffic Priority that the CMTS will use to match a Service Flow to an ASF.

		Type

		Length

		Value



		[bookmark: A7071][70/71].38.3

		2

		Traffic Priority Low, Traffic Priority High





This TLV may appear more than one time in ASF encodings permitting matching of Service Flows to ASFs against multiple ranges of Traffic Priority. 

[bookmark: API_ID215720]Service Flow to IATC Profile Name Reference

The value of the field explicitly refers the Service Flow to an IATC Profile defined in the CMTS configuration. 

		Type

		Length

		Value



		[24/25].39

		2 to 16

		Zero-terminated string of ASCII characters.





NOTE: The length includes the terminating zero.

[bookmark: API_ID215722]AQM Encodings

[bookmark: REQ7Q2OZU_0][bookmark: REQ7Q2OZV_0][bookmark: REQ7Q2P0W_0]These AQM encodings provide a means of disabling and configuring AQM parameters on a service flow basis. These parameters are only applicable to downstream service flows and to best effort and nRTP upstream service flows. REQ24584 The CM MUST support the AQM encodings. REQ24585 The CMTS MUST support the AQM encodings. REQ24586 The CMTS MUST include the AQM encodings in the Registration Response when present in the Registration Request.

		Type

		Length

		Value



		[24/25].40

		N

		AQM Encodings





[bookmark: API_ID215727]SF AQM Disable

The SF AQM Disable encoding provides a means of disabling AQM on a particular service flow. If this TLV is included with a value of "Disable AQM on service flow", the CM (in the case of an upstream service flow) or CMTS (in case of a downstream service flow) disables AQM on the service flow. If this TLV is absent or included with a value of "Enable AQM on service flow" and the upstream service flow type is either best effort or non-real time polling, the CM enables AQM on the service flow. If this TLV is absent or included with a value of "Enable AQM on service flow" for a downstream service flow, the CMTS enables AQM on the service flow.

		Type

		Length

		Value



		[24/25].40.1

		1

		0 = Enable AQM on service flow

1 = Disable AQM on service flow

2-255 = Reserved





[bookmark: API_ID215729]SF Classic AQM Latency Target

[bookmark: REQ7Q2P1X_0][bookmark: REQ7Q2P2Y_0][bookmark: REQFFEQ71_0]The ClassicSF AQM Latency Target encoding provides the latency target to be used for the AQM algorithm for this Service Flow. REQ24587 If the AQM Latency Target TLV is present in an upstream service flow encoding, the CM MUST use the provided latency target in the AQM algorithm for this service flow. REQ24588 If no AQM Latency Target is included, the CM MUST use a default value of 10 ms. REQ27712 If this TLV is present in a downstream service flow encoding, the CMTS SHOULD use the provided latency target in the downstream AQM algorithm for this service flow. This parameter is ignored if the AQM Algorithm used by the Service Flow is ImmediateAqm2.

NOTE: It is recommended that an AQM Latency Target in the range 10ms - 100ms be utilized for the PIE algorithm defined in Annex M.

		Type

		Length

		Value



		[24/25].40.2

		1

		AQM Latency Target (in milliseconds)





[bookmark: API_ID215734]AQM Algorithm

The 'AQM Algorithm' parameter defines the AQM algorithm to be used by the Service Flow.

		Type

		Length

		Value



		[bookmark: A24251][24/25].40.3

		1

		0 = the default AQM for the type of Service Flow (see below)

1 = docsisPIE

2 = ImmediateAqm

3-255 = Reserved





If the 'AQM Algorithm'  sub-TLV is not provided, the CM MUST use a default value of  '0'.

If the 'AQM Algorithm'  sub-TLV is not provided, the CMTS MUST use a default value of  '0'.

The value '0' specifies the default AQM for the type of Service Flow, as tabulated below:

		Type of Service Flow

		Default AQM specified by the value '0'



		Single SF

		docsisPIE



		Classic SF of a Low Latency ASF

		docsisPIE



		Low Latency SF of a Low Latency ASF

		ImmediateAqm









Immediate AQM Min Threshold

The 'Immediate AQM Min Threshold' parameter provides the minimum threshold in microseconds of the ramp function used by the Immediate AQM algorithm (Annex N) and the Queue Protection algorithm (Annex P). This parameter is only defined if the AQM algorithm used by the Service Flow is ImmediateAqm, otherwise it is ignored.

		Type

		Length

		Value



		[bookmark: A242511][24/25].40.4

		2

		Minimum threshold of the ramp function (in microseconds)





If the AQM algorithm used by the Service Flow is ImmediateAqm and this sub-TLV is not provided, the CM MUST use a default value of 475µs .

If the AQM Algorithm used by the Service Flow is ImmediateAqm and this sub-TLV is not provided, the CMTS MUST use a default value of 475µs.



Immediate AQM Range Exponent of Ramp Function

The 'Immediate AQM Range Exponent of Ramp Function' parameter provides the range in nanoseconds of the ramp function used by the the Immediate AQM algorithm (Annex N) and the Queue Protection algorithm (Annex P). It is expressed as an exponent of 2, e.g. a value of 19 means the range of the ramp will be 2^19 = 524288 ns (roughly 524 µs). This parameter is only defined if the AQM algorithm used by the Service Flow is ImmediateAqm, otherwise it is ignored.

		Type

		Length

		Value



		[bookmark: A2425111][24/25].40.5

		1

		Exponent to calculate the range of the ramp function (in nanoseconds)





If the AQM algorithm used by the Service Flow is ImmediateAqm and this sub-TLV is not provided, the CM MUST use a default value of 19.

If the AQM algorithm used by the Service Flow is ImmediateAqm and this sub-TLV is not provided, the CMTS MUST use a default value of 19.



Latency Histogram Encodings 

The ‘Latency Histogram Encodings’ parameter when present enables latency histogram calculation for the given service flow. See section 7.7.7 for details on the histogram functionality.  This parameter includes the bin edges of the histogram used to collect latency estimates.  

This TLV is expressed as an array of bin edges expressed as 16 bit unsigned integers encoding latency values with a resolution of 0.01 ms. This can cover a range of latency values from 0 ms to 655 ms.  A properly formatted array specifies bin edges in monotonically increasing order, and operation is undefined otherwise.    If the TLV is not included, the latency histogram calculation is disabled.  Latency histogram calculation can also be enabled, per Service Flow, via SNMP.

		Type

		Length

		Value



		[24/25].40.6

		2*N

		Array of N bin edges (1 ≤ N ≤ 15)





When the Latency Histogram Encodings TLV is present, the CM SHOULD enable collection of the latency estimates for the given upstream service flow. 

When the Latency Histogram Encodings TLV is present, the CMTS SHOULD enable collection of the latency estimates for the given downstream service flow.

The CMTS MUST NOT signal this TLV in REG-RSP(-MP) to CMs that do not indicate support for Low Latency in their CM Capabilities.  





Data Rate Unit Setting

The default units for the traffic rate parameters (Maximum Sustained Traffic Rate, Minimum Reserved Traffic Rate, and Peak Traffic Rate, and Guaranteed Grant Rate) within a Service Flow are bits per second (bps). This 'Data Rate Unit Setting' parameter indicates the base unit for the rates configured using the Maximum Sustained Traffic Rate, Minimum Reserved Traffic Rate, and Peak Traffic Rate and Guaranteed Grant Rate TLVs. The value of the 'Data Rate Unit Setting' TLV overwrites the default unit (bps) for all these TLVs and allows for their interpretation in units of bps, or kbps, or Mbps or Gbps. 

[bookmark: REQPQ4SC1_0][bookmark: REQPQ4T11_0]This TLV applies to both Upstream and Downstream Service Flow parameters. REQ31423 The CM MUST support this TLV and enforce the data rate unit for Upstream Service Flow.  (The CM does not limit or enforce with respect to the above mentioned traffic rate parameters for downstream service flows.) REQ31424 The CMTS MUST support this TLV and enforce the data rate unit for both Upstream and Downstream Service Flows.

[bookmark: REQPQ4UZ1_0]Regarding provisioned service flows, this TLV is not to be included in a CM configuration file for a pre-DOCSIS 3.1 CM or a CM operating with a DOCSIS 3.0 CMTS. REQ31425 Regarding dynamic service flows, a CM MUST NOT send a DSA-REQ or DSC-REQ that contains this TLV to a DOCSIS 3.0 CMTS. REQ31426 A CMTS MUST NOT send a DSA-REQ or DSC-REQ that contains this TLV to a pre-DOCSIS 3.1 CM.

		Type

		Length

		Value



		[bookmark: A2425][24/25].41

		1

		Value of '0' is bits per second (bps)   default

Value of '1' is kilo-bits per second (kbps)      (i.e., 1000 bps)

Value of '2' is mega-bits per second (Mbps)  (i.e., 1000 kbps)

Value of '3' is giga-bits per second (Gbps)    (i.e., 1000 Mbps)

Other values are reserved





If this TLV is not present, a default value of 0 (i.e., units of 'bps') is used.



Low Latency Aggregate Service Flow Encodings 

These encodings provide a means of describing and configuring the Dual Queue approach to Low latency for an Aggregate Service Flow. These parameters are applicable to downstream and upstream Aggregate Service Flows. The CM MUST support the Low Latency Aggregate Service Flow Encodings . The CMTS MUST support the Low Latency Aggregate Service Flow Encodings . The CMTS MUST include the Low Latency Aggregate Service Flow Encodings in the Registration Response when present in the Registration Request, or when automatically expanding an AQP definition into an Aggregate Service Flow.

		Type

		Length

		Value



		[70/71].42

		N

		Low Latency Aggregate Service Flow Encodings 





Low Latency Service Flow Reference

This indicates which of the Individual Service Flows within an Aggregate Service Flow is the Low Latency Service Flow. For an Aggregate Service Flow, the CM configuration file can indicate which of the constituent service flows will act as the Low Latency queue. 

		Type

		Length

		Value



		[70/71].42.1

		2

		Low Latency Service Flow Reference for use within Confg file 







Low Latency Service Flow Identifier

This indicates which of the Individual Service Flows within an Aggregate Service Flow is the Low Latency Service Flow. For an Aggregate Service Flow, the CMTS MUST indicate which of the constituent service flows will act as the Low Latency queue. The CM MUST use this value received in the REG-RSP or REG-RSP-MP to setup the service flow as the low latency queue.  

		Type

		Length

		Value



		[70/71].42.2

		4

		Low Latency Service Flow Identifier  for use within REG-RSP(-MP)  









Classic SF SCN

The value of the field refers to a predefined CMTS service configuration (Service Class Name) to be used for this Service Flow. This Service flow is the classic Service Flow within the ASF

		Type

		Length

		Value



		[70/71].42.3

		2 to 16

		Zero-terminated string of ASCII characters.





NOTE: The length includes the terminating zero.

When the Service Class Name is used in a Service Flow encoding, it indicates that all the unspecified QoS Parameters of the Service Flow need to be provided by the CMTS. It is up to the operator to synchronize the definition of Service Class Names in the CMTS and in the configuration file.



Low Latency SF SCN

The value of the field refers to a predefined CMTS service configuration (Service Class Name) to be used for this Service Flow. This Service flow is the  Low latency Service flow  within the ASF

		Type

		Length

		Value



		[70/71].42.4

		2 to 16

		Zero-terminated string of ASCII characters.





NOTE: The length includes the terminating zero.

When the Service Class Name is used in a Service Flow encoding, it indicates that all the unspecified QoS Parameters of the Service Flow need to be provided by the CMTS. It is up to the operator to synchronize the definition of Service Class Names in the CMTS and in the configuration file.



AQM Coupling Factor Exponent

This is the coupling factor for the AQMs between the Classic Service Flow and the Low Latency Service Flow.  

		Type

		Length

		Value



		[70/71].42.5

		1

		exponent





The CM MUST use an AQM Coupling Factor equal to 2 raised to the value of this sub-TLV in its upstream Low Latency AQM algorithm as described in [xref Coupled AQM requirements].

If this sub-TLV is not provided, the CM MUST use a default value of 1 (i.e. an AQM Coupling Factor of 2). 

The CMTS MUST use an AQM Coupling Factor equal to 2 raised to the value of this sub-TLV in its downstream Low Latency AQM algorithm as described in [xref Coupled AQM requirements].

If this sub-TLV is not provided, the CMTS MUST use a default value of 1 (i.e. an AQM Coupling Factor of 2). 





Scheduling Weight

The value of this parameter defines the amount of scheduling weight the CMTS assigns to the Low Latency Service Flow of the ASF out of a total weight of 256, whereas the rest is assigned to the Classic Service Flow, when Weighted Rounded Robin scheduling or Weighted scheduling is used between the two SFs (see section 7.7.3.2). 

		Type

		Length

		Value



		[70/71].42.6

		1

		0-Reserved

1-255: Weight of Low Latency Service Flow





The CMTS MUST use the Scheduling Weight as provided in this sub-TLV for the Weighted Scheduler of an upstream ASF.

If this sub-TLV is not provided, the CMTS MUST use a default value of 230 (~90%) for an upstream ASF. 

If this sub-TLV is not provided, the CM MUST assume a default value of 230 used by the CMTS for an upstream ASF.

The CMTS SHOULD use the Scheduling Weight as provided in this sub-TLV for the Weighted Round Robin Scheduler of a downstream ASF.

If this Scheduling Weight sub-TLV is not provided, the CMTS SHOULD use a default value of 230 for a downstream ASF.



Queue Protection Enable 

This attribute (bit mask) indicates if the Queue Protection(QP) functionality is enabled or disabled, for the Latency Queue within the ASF. Bit 0 indicates if the Queue protection function is disabled(0) or enabled(1). 

		Type

		Length

		Value



		[70/71].42.7

		1

		Bit 0 : (0) Queue Protection is disabled 

(1) Queue Protection is enabled  (default)

  Bits 1-7: Reserved



 





If this sub-TLV is not provided for an upstream ASF, the CM MUST use a default value of 0x01 (Queue protection is enabled). If this sub-TLV is not provided for a downstream ASF, the CMTS MUST use a default value of 0x01 (Queue protection is enabled).



QPLatencyThreshold (CRITICALqL_us) 

This is the latency threshold (CRITICALqL_us) for the Queue Protection function in the Latency Queue.  

		Type

		Length

		Value



		[70/71].42.8

		2

		µs





If this sub-TLV is not provided, the CM MUST use a default value of 1000 µs. If this sub-TLV is not provided, the CMTS MUST use a default value of 1000 µs.





QPQueuingScoreThreshold (CRITICALqLSCORE_us)

This is the Queuing Score Threshold (CRITICALqLSCORE_us)  for the Queue Protection function in the Latency Queue.  

		Type

		Length

		Value



		[70/71].42.9

		2

		µs





If this sub-TLV is not provided, the CM MUST use a default value of 2000 µs. If this sub-TLV is not provided, the CMTS MUST use a default value of 2000 µs



QPDrainRateExponent(LG_AGING)

This is the drain rate (aging rate)  for the Queue Protection function in the Low Latency Queue.  The drain rate of the queuing score is expressed as an exponent of 2,  in bytes/sec. 	e.g. a value of 17, means the Queue Protection function will use a value of :  2^17 bytes/sec 



		Type

		Length

		Value



		[70/71].42.10

		1

		Exponent to calculate the drain rate.





If this sub-TLV is not provided, the CM MUST use a default value of 17. If this sub-TLV is not provided, the CMTS MUST use a default value of 17.





		

		

		



		

		

		





 



[bookmark: API_ID215742]Upstream-Specific QoS Parameter Encodings

[bookmark: API_ID215743]Maximum Concatenated Burst

This parameter is deprecated for DOCSIS 3.1 CMs.

The value of this parameter specifies the maximum concatenated burst (in bytes) which a Service Flow is allowed when a pre-DOCSIS 3.1 CM is not operating in MTC Mode. This parameter is calculated from the FC byte of the Concatenation MAC Header to the last CRC in the concatenated MAC frame.

A value of 0 means there is no limit. If this parameter is omitted the default value is 1522.

This field is only applicable at the pre-DOCSIS 3.1 CM. If defined, a pre-DOCSIS 3.1 CM enforces this parameter.

NOTE: This value does not include any physical layer overhead.

		Type

		Length

		Value



		24.14

		2

		 





NOTE: This applies only to concatenated bursts, and only on a DOCSIS 3.0 CM which is not operating in MTC Mode. It is legal and, in fact, it may be useful to set this smaller than the maximum Ethernet packet size. Of course, it is also legal to set this equal to or larger than the maximum Ethernet packet size.

NOTE: The maximum size of a concatenated burst can also be limited by the enforcement of a rate limit, if the Maximum Traffic Burst parameter is small enough, and by limits on the size of data grants in the UCD message.

[bookmark: API_ID215745]Service Flow Scheduling Type

[bookmark: REQ7Q2P40_0]The value of this parameter specifies which upstream scheduling service is used for upstream transmission requests and packet transmissions. REQ24590 If this parameter is omitted, then the Best Effort service MUST be assumed.

[bookmark: REQ7Q2P51_0]This parameter is only applicable at the CMTS. REQ24591 If defined, this parameter MUST be enforced by the CMTS.

		Type

		Length

		Value



		24.15

		1

		0 Reserved

1 for Undefined (CMTS implementation-dependent1)

2 for Best Effort

3 for Non-Real-Time Polling Service

4 for Real-Time Polling Service

5 for Unsolicited Grant Service with Activity Detection

6 for Unsolicited Grant Service

7 for Proactive Grant Service

7 8 through 255 are reserved for future use



		1 The specific implementation dependent scheduling service type could be defined in the 24.43 Vendor Specific QoS Parameters. (Refer to Annex C.2.2.7.8.)





[bookmark: API_ID215750]Request/Transmission Policy

The value of this parameter specifies which IUC opportunities the CM uses for upstream transmission requests and packet transmissions for this Service Flow, whether requests for this Service Flow may be piggybacked with data, and whether data packets transmitted on this Service Flow can be concatenated, fragmented, or have their payload headers suppressed. For UGS, it also specifies how to treat packets that do not fit into the UGS grant. See the subsection Upstream Service Flow Scheduling Services in Section 7 for requirements related to settings of the bits of this parameter for each Service Flow Scheduling Type. For Continuous Concatenation and Fragmentation, it specifies whether or not segment headers are used, and what opportunities can be used for making bandwidth requests.

[bookmark: REQ7Q2P52_0]This parameter is required for all Service Flow Scheduling Types except Best Effort. REQ24592 If omitted in a Best Effort Service Flow QoS parameter Set, the default value of zero MUST be used. Bit #0 is the LSB of the Value field. Bits are set to 1 to select the behavior defined below:

		Type

		Length

		Value



		24.16

		4

		Bit #0: If set the CM is required to not use "all CMs" broadcast request opportunities for the service flow. See item 1. in the list of requirements below,

Bit #1: If set the CM is required to not use Priority Request multicast request opportunities for the service flow. (Refer to Annex A.2.3.) See item 2.

Bit #2: If set the CM is required to not use Request_2 opportunities for Requests, for the service flow. See item 3.

Bit #3: If set the CM is required to not use Request_2 opportunities for Data, for the service flow.1 See item 4.

Bit #4: If set the CM is required to not piggyback requests with data for the service flow. See item 5.

Bit #5: If set the CM is required to not concatenate data for the service flow.2 See item 6.

Bit #6: If set the CM is required to not fragment data for the service flow.2 See item 7.

Bit #7: If set the CM is required to not suppress payload headers for the service flow. See item 8.

Bit #8: If set the CM is required to drop packets that do not fit in the Unsolicited Grant Size.3,4 See item 9.

Bit #9: If set the CM is required to not use segment headers for the service flow. See item 11. When cleared (set to zero), the CM is required to use segment headers.5 See item 12.

Bit #10: If set the CM is required to not use contention regions for transmitting multiple outstanding bandwidth requests for the service flow. See item 13.

All other bits are reserved.



		1This bit is irrelevant for a CM in Multiple Transmit Channel Mode because it does not use Request_2 for sending data.

2This bit applies for pre-3.0 DOCSIS operation.

3This bit only applies to Service Flows with the Unsolicited Grant Service Flow Scheduling Type. If this bit is set on any other Service Flow Scheduling type, the CM is required to ignore it. See item 10. in the list of requirements below.

4Packets that classify to an Unsolicited Grant Service Flow and are larger than the Grant Size associated with that Service Flow are normally transmitted on the Primary Service Flow. This parameter overrides that default behavior.

5Only UGS or UGS-AD Service Flows can be configured with Segment Header OFF for CMs operating in Multiple Transmit Channel Mode.

NOTE: Data grants include both short and long data grants.





The requirements below apply to the Request/Transmission Policy TLV encoding of the Upstream-Specific QoS Parameter Encodings:

1.	REQ24593 The CM MUST NOT use "all CMs" broadcast request opportunities for the service flow if Bit #0 is set in the 'Request/Transmission Policy' TLV encoding (type 24.16).

2.	REQ24594 The CM MUST NOT use Priority Request multicast request opportunities for the service flow if Bit #1 is set in the 'Request/Transmission Policy' TLV encoding (type 24.16). (Refer to Annex A.2.3.)

3.	REQ24595 The CM MUST NOT use Request 2 opportunities for Requests for the service flow if Bit #2 is set in the 'Request/Transmission Policy' TLV encoding (type 24.16).

4.	REQ24596 The CM MUST NOT use Request 2 opportunities for Data for the service flow if Bit #3 is set in the 'Request/Transmission Policy' TLV encoding (type 24.16).

5.	REQ24597 The CM MUST NOT piggyback requests with data for the service flow if Bit #4 is set in the 'Request/Transmission Policy' TLV encoding (type 24.16).

6.	REQ24598 The CM MUST NOT concatenate data for the service flow if Bit #5 is set in the 'Request/Transmission Policy' TLV encoding (type 24.16).

7.	REQ24599 The CM MUST NOT fragment data for the service flow if Bit #6 is set in the 'Request/Transmission Policy' TLV encoding (type 24.16).

8.	REQ24600 The CM MUST NOT suppress payload headers for the service flow if Bit #7 is set in the 'Request/Transmission Policy' TLV encoding (type 24.16).

9.	REQ24601 The CM MUST drop packets that do not fit in the Unsolicited Grant Size for the service flow if Bit #8 is set in the 'Request/Transmission Policy' TLV encoding (type 24.16).

10.	REQ24605 The CM MUST ignore Bit #8 if it is set for any service flow scheduling type other than Unsolicited Grant service.

11.	REQ24602 The CM MUST NOT use segment headers for the service flow if Bit #9 is set in the 'Request/Transmission Policy' TLV encoding (type 24.16).

12.	REQ24603 The CM MUST use segment headers for the service flow if Bit #9 is cleared in the 'Request/Transmission Policy' TLV encoding (type 24.16).

13.	REQ24604 The CM MUST NOT use contention regions for transmitting multiple outstanding bandwidth requests for the service flow if Bit #10 is set in the 'Request/Transmission Policy' TLV encoding (type 24.16).

[bookmark: API_ID215767]Nominal Polling Interval

The value of this parameter specifies the nominal interval (in units of microseconds) between successive unicast request opportunities for this Service Flow on the upstream channel. This parameter is typically suited for Real-Time and Non-Real-Time Polling Service.

The ideal schedule for enforcing this parameter is defined by a reference time t0, with the desired transmission times ti = t0 + i*interval. REQ24606 In the CMTS, the actual poll times, t'i MUST be in the range ti <= t'i <= ti + jitter, where interval is the value specified with this TLV, and jitter is Tolerated Poll Jitter. The accuracy of the ideal poll times, ti, are measured relative to the CMTS Master Clock used to generate timestamps (refer to the subsection Timing and Synchronization in Section 7.1).

This field is only applicable at the CMTS. REQ24607 If defined, this parameter MUST be enforced by the CMTS.

		Type

		Length

		Value



		24.17

		4

		Number of microseconds





[bookmark: API_ID215772]Tolerated Poll Jitter

The values in this parameter specifies the maximum amount of time that the unicast request interval may be delayed from the nominal periodic schedule (measured in microseconds) for this Service Flow.

The ideal schedule for enforcing this parameter is defined by a reference time t0, with the desired poll times ti = t0 + i*interval. REQ24608 In the CMTS, the actual poll, t'i MUST be in the range ti <= t'i <= ti + jitter, where jitter is the value specified with this TLV and interval is the Nominal Poll Interval. The accuracy of the ideal poll times, ti, are measured relative to the CMTS Master Clock used to generate timestamps (refer to the subsection Timing and Synchronization in Section 7).

This parameter is only applicable at the CMTS. If defined, this parameter represents a service commitment (or admission criteria) at the CMTS.

		Type

		Length

		Value



		24.18

		4

		Number of microseconds





[bookmark: API_ID215776]Unsolicited Grant Size

The value of this parameter specifies the unsolicited grant size in bytes. The grant size includes the entire MAC frame beginning with the Frame Control byte for Segment Header OFF operation or the first byte of the Segment Header for Segment Header ON operation, and ending at the end of the MAC frame.

REQ24609 This parameter is applicable at the CMTS and MUST be enforced at the CMTS.

		Type

		Length

		Value



		24.19

		2

		Number of bytes





NOTE: For UGS, this parameter should be used by the CMTS to compute the size of the unsolicited grant in minislots.

[bookmark: API_ID215779]Nominal Grant Interval

The value of this parameter specifies the nominal interval (in units of microseconds) between successive data grant opportunities for this Service Flow. This parameter is required for Unsolicited Grant and Unsolicited Grant with Activity Detection Service Flows.

The ideal schedule for enforcing this parameter is defined by a reference time t0, with the desired transmission times ti = t0 + i*interval. REQ24610 The actual grant times, t'i MUST be in the range ti <= t'i <= ti + jitter, where interval is the value specified with this TLV, and jitter is the Tolerated Grant Jitter. REQ24611 When multiple grants per interval are requested, all grants MUST be within this interval, thus the Nominal Grant Interval and Tolerated Grant Jitter are maintained by the CMTS for all grants in this Service Flow. The accuracy of the ideal grant times, ti, are measured relative to the CMTS Master Clock used to generate timestamps (refer to the subsection Timing and Synchronization in Section 7).

This field is mandatory for Unsolicited Grant and Unsolicited Grant with Activity Detection Scheduling Types. REQ24612 This field is only applicable at the CMTS, and MUST be enforced by the CMTS.

		Type

		Length

		Value



		24.20

		4

		Number of microseconds





[bookmark: API_ID215785]Tolerated Grant Jitter

The values in this parameter specify the maximum amount of time that the transmission opportunities may be delayed from the nominal periodic schedule (measured in microseconds) for this Service Flow.

The ideal schedule for enforcing this parameter is defined by a reference time t0, with the desired transmission times ti = t0 + i*interval. REQ24613 The actual transmission opportunities, t'i MUST be in the range ti <= t'i <= ti + jitter, where jitter is the value specified with this TLV and interval is the Nominal Grant Interval. The accuracy of the ideal grant times, ti, are measured relative to the CMTS Master Clock used to generate timestamps (refer to the subsection Timing and Synchronization in Section 7).

This field is mandatory for Unsolicited Grant and Unsolicited Grant with Activity Detection Scheduling Types. REQ24614 This field is only applicable at the CMTS, and MUST be enforced by the CMTS.

		Type

		Length

		Value



		24.21

		4

		Number of microseconds





[bookmark: API_ID215790]Grants per Interval

For Unsolicited Grant Service, the value of this parameter indicates the actual number of data grants per Nominal Grant Interval. For Unsolicited Grant Service with Activity Detection, the value of this parameter indicates the maximum number of Active Grants per Nominal Grant Interval. This is intended to enable the addition of sessions to an existing Unsolicited Grant Service Flow via the Dynamic Service Change mechanism, without negatively impacting existing sessions.

The ideal schedule for enforcing this parameter is defined by a reference time t0, with the desired transmission times ti = t0 + i*interval. REQ24615 The actual grant times, t'i MUST be in the range ti <= t'i <= ti + jitter, where interval is the Nominal Grant Interval, and jitter is the Tolerated Grant Jitter. REQ24616 When multiple grants per interval are requested, all grants MUST be within this interval, thus the Nominal Grant Interval and Tolerated Grant Jitter are maintained by the CMTS for all grants in this Service Flow. 

[bookmark: REQ7Q2PSR_0]This field is mandatory for Unsolicited Grant and Unsolicited Grant with Activity Detection Scheduling Types. REQ24617 This field is only applicable at the CMTS, and MUST be enforced by the CMTS.

		Type

		Length

		Value



		24.22

		1

		# of grants (valid range: 0-127)





[bookmark: API_ID215796]Unsolicited Grant Time Reference

For Unsolicited Grant Service and Unsolicited Grant Service with Activity Detection, the value of this parameter specifies a reference time t0 from which can be derived the desired transmission times ti = t0 + i*interval, where interval is the Nominal Grant Interval (refer to Section C.2.2.8.7). This parameter is applicable only for messages transmitted from the CMTS to the CM, and only when a UGS or UGS-AD service flow is being made active. In such cases this is a mandatory parameter.

		Type

		Length

		Value



		24.24

		4

		CMTS Timestamp (valid range: 0-4,294,967,295)





The timestamp specified in this parameter represents a count state of the CMTS 10.24 MHz master clock. Since a UGS or UGS-AD service flow is always activated before transmission of this parameter to the modem, the reference time t0 is to be interpreted by the modem as the ideal time of the next grant only if t0 follows the current time. If t0 precedes the current time, the modem can calculate the offset from the current time to the ideal time of the next grant according to:

interval - (((current time - t0)/10.24) modulus interval)

where interval is in units of microseconds, and current time and t0 are in 10.24 MHz units.

[bookmark: API_ID215798]Multiplier to Contention Request Backoff Window

When in Multiple Transmit Channel Mode operation, this is a multiplier to be applied by a CM performing contention request backoff for data requests. This setting is not included in a CM configuration file. REQ27676 The CMTS MAY include this setting whenever it provides a CM the parameters associated with a service flow.

		Type

		Length

		Value



		24.25

		1

		Number of eighths (valid range: 4-12)





If this parameter is not encoded, the parameter value is assumed to be 8, and thus, the multiplier is equal to 1. REQ24618 If the received value is outside the valid range, the CM MUST assume a value of 8, and thus, the multiplier is equal to 1.

[bookmark: API_ID215802]Multiplier to Number of Bytes Requested

When in Multiple Transmit Channel mode operation, this is a multiplier to be assumed in any bandwidth request (REQ burst or piggyback request). Section 7.2.1.4 7.2.1.4 contains the details on how this multiplier is applied.

		Type

		Length

		Value



		24.26

		1

		Multiplying factor (valid range: 1, 2, 4, 8, or 16)





If this parameter is not encoded, the default value of 4 is used.

Guaranteed Grant Interval (GGI)

The value of this parameter specifies the maximum interval between successive data transmission opportunities, for a PGS Service Flow.  The valid range of this parameter is specific to the CMTS. If configured and accepted, the CMTS MUST enforce this parameter by ensuring that the number of bytes (BG) granted over any time interval of duration 1.1*GGI satisfies,

BG >= GGI * GGR + n*Segment Header Size

where: GGI is expressed in units of seconds, GGR is expressed in units of bytes/second, and n > 0 is the number of grants issued during the interval.

If this parameter is omitted, then it defaults to a vendor-defined value.  The accuracy of this parameter is measured relative to the CMTS Master Clock used to generate timestamps (refer to the subsection Timing and Synchronization in Section 7). This parameter is only applicable at the CMTS.

		Type

		Length

		Value



		24.44

		2

		Number of microseconds 





Guaranteed Grant Rate

The value of this parameter specifies the minimum granting rate, in bits/sec, for an upstream PGS service flow. The valid range of this parameter is specific to the CMTS. If configured and accepted, the CMTS MUST enforce this parameter as described for the GGI enforcement.

The value of this parameter excludes any CCF Segment Header overhead, however includes the DOCSIS MAC header overhead. If this parameter is omitted, then it defaults to a value of 0 bits/sec (i.e., no guaranteed granting for the flow by default). This field is only applicable at the CMTS.



		Type

		Length

		Value



		24.45

		4

		GGR in bits/second





Guaranteed Request Interval (GRI)

The value of this parameter specifies the maximum interval (in units of microseconds) between successive request opportunities (including unicast request opportunities and piggyback request opportunities) for an upstream PGS service flow. The valid range of this parameter is specific to the CMTS. If configured and accepted with a non-zero value, the CMTS MUST enforce GRI by ensuring that the desired next request opportunity tr, in reference to the last request time t’r, satisfies t’r < tr <= t’r+ GRI. The accuracy of the ideal request opportunity time, tr, is measured relative to the CMTS Master Clock used to generate timestamps (refer to the subsection Timing and Synchronization in Section 7).

If this parameter is omitted, then it defaults to a vendor-defined value. This parameter is only applicable at the CMTS. 



		Type

		Length

		Value



		24.46

		2

		Number of microseconds

‘0’ : no polling















[bookmark: API_ID215804]Downstream-Specific QoS Parameter Encodings

[bookmark: API_ID215805]Maximum Downstream Latency

The value of this parameter specifies the desired maximum latency across the DOCSIS network, beginning with the reception of a packet by the CMTS on its NSI, and including the transit of the CIN (if applicable), the forwarding of the packet on an RF Interface, and (in the case of sequenced traffic) the release of the packet from the Resequencing operation in the CM.

[bookmark: REQFFEQW1_0]This parameter is intended to influence the CMTS scheduling, M-CMTS DEPI flow assignment, and assignment of the service flow to downstream bonding groups. REQ27713 The CMTS SHOULD attempt to meet the desired maximum downstream latency.

REQ24619 When this parameter is defined, the CMTS MUST NOT transmit the packets of the Service Flow using a Resequencing DSID that has a Max_ResequencingWait in excess of the value of this parameter.

		Type

		Length

		Value



		25.14

		4

		Number of microseconds





The value of 0 is equivalent to the TLV not present, i.e., no limitations on latency specified.

[bookmark: API_ID215809]Downstream Resequencing

This parameter controls resequencing for downstream service flows. In particular, this parameter controls whether or not the service flow is to be associated with a Resequencing DSID. When a service flow is associated with a Resequencing DSID, a sequence number is inserted in the 5-byte DS EHDR on every packet. See the subsection Downstream Service Extended Header in Section 6.2.6.6 and subsection Sequenced Downstream Packets in Section 8.2.3.

		Type

		Length

		Value



		25.17

		1

		0 = The CMTS is required to associate this service flow with a resequencing DSID if the service flow is assigned to a downstream bonding group. See item 1. in the list of requirements below.

1 = The CMTS is required to not associate this service flow with a resequencing DSID. See item 2. in the list of requirements below.





1.	REQ24620 The CMTS MUST associate the service flow with a resequencing DSID if 'Downstream Resequencing' TLV encoding (type 25.17) of Downstream-Specific QoS Parameter Encodings is cleared.

2.	REQ24621 The CMTS MUST NOT associate the service flow with a resequencing DSID if 'Downstream Resequencing' TLV encoding (type 25.17) of Downstream-Specific QoS Parameter Encodings is set.

3.	REQ24622 If this TLV is not present, a default value of 0 MUST be used by the CMTS.

[bookmark: API_ID215814]Metro Ethernet Service Profile (MESP) Encoding

The Metro Ethernet Service Profile Encoding parameter is a multi-part encoding used by the operator to configure QoS for Service Flows and Aggregate Service Flows in a DPoE Network [DPoE-MULPIv2.0]. 

[bookmark: REQFDV5J1_0]REQ27677 A CM MAY support the MESP Encoding configuration setting. REQ27678 A CMTS MAY support the MESP Encoding configuration setting. If not supported this TLV is ignored.

		Type

		Length

		Value



		72

		n

		MESP Encoding subtype/length/value tuples





[bookmark: API_ID215818]MESP Reference 

This TLV contains the MESP Reference, as defined in Section C.2.2.5.1.

		Type

		Length

		Value



		72.1

		1

		1-255 





The supported range is 1 – 255 and the value 0 is reserved. 

[bookmark: API_ID215820]MESP Bandwidth Profile (MESP-BP)

This TLV defines the bandwidth profile for the given instance of MESP. For the detailed description and device behavior when implementing the following sub-TLVs, please refer to the DPoE Specifications [DPoE-MULPIv2.0].

		Type

		Length

		Value



		72.2

		n

		 





[bookmark: API_ID215822]MESP-BP Committed Information Rate

The field is used to carry the value of the Committed Information Rate (CIR) associated with the given MESP. 

The CIR is expressed in the units of kbps. If not specified, the default value is zero, meaning no CIR. 

		Type

		Length

		Value



		72.2.1

		4

		CIR 





[bookmark: API_ID215824]MESP-BP Committed Burst Size

The field is used to carry the value of the Committed Burst Size (CBS) associated with the given MESP. 

The CBS is expressed in the units of Kbytes. If not specified, the default value is zero, meaning there is no CBS for that MESP.

		Type

		Length

		Value



		72.2.2

		4

		CBS 





[bookmark: API_ID215826]MESP-BP Excess Information Rate

The field is used to carry the value of the Excess Information Rate (EIR) associated with the given MESP. 

The EIR is expressed in the units of kbps. If not specified, the default value is zero, meaning no there is no EIR for that MESP.

		Type

		Length

		Value



		72.2.3

		4

		EIR 





[bookmark: API_ID215828]MESP-BP Excess Burst Size

The field is used to carry the value of the Excess Burst Size (EBS) associated with the given MESP. 

The EBS is expressed in the units of Kbytes. If not specified, the default value is zero, meaning there is no EBS for that MESP.1

		Type

		Length

		Value



		72.2.4

		4

		EBS





[bookmark: API_ID215830]MESP-BP Coupling Flag

The field is used to carry the value of the Coupling Flag (CF) associated with the given MESP. 

Two values are supported, i.e., 0 when the coupling flag is disabled (default) and 1 when the coupling flag is enabled. 

		Type

		Length

		Value



		72.2.5

		1

		0: coupling flag disabled (default)

1: coupling flag enabled 

2 – 255: reserved





[bookmark: API_ID215832]MESP-BP Color Mode 

The TLV is used to define the Color Mode (CM) associated with the given MESP, indicating whether it is configured or not and what fields are used to extract the color information if the color aware mode is enabled. 

		Type

		Length

		Value



		72.2.6

		n

		 





[bookmark: API_ID235756]MESP-BP-CM Color Identification Field

This TLV is used to indicate which field within the incoming frames is used to retrieve color information. 

The supported values are indicated in the following table. There is no default value defined for this TLV. 

		Type

		Length

		Value



		72.2.6.1

		1

		0: IPv4 ToS field

1: IPv6 DSCP field

2: PCP in S-Tag

3: PCP in C-Tag

4: PCP in I-Tag

5: PCP in B-Tag

6: DEI in S-Tag

7: CFI in C-Tag

8: DEI in I-Tag

9: DEI in B-Tag

10 - 255: reserved





[bookmark: API_ID235757]MESP-BP-CM Color Identification Field Value

This TLV is used to relay a specific value of the color identification field selected by TLV 72.2.6.1.

		Type

		Length

		Value



		72.2.6.2

		1

		This TLV comprises an encoded bit map, featuring two distinct fields: color, value, reserved, as shown in the table below.





[bookmark: _Toc513557826][bookmark: API_ID275831]Table 116 - MESP-BP-CM Color Identification Field Value Table

		Field name

		Description

		Size



		Value

		Encodes the target value of the color identification field identified by TLV 72.2.6.1.

The value is stored in the LSB positions of this 6 bit field. The size of this field is equal to: (in bits)/

6 when TLV 72.2.6.1 = 0. the 'Value' field encodes the Precedence, D, T and R fields from the IPv4 TOS field. The ECN field is not encoded.

6 when TLV 72.2.6.1 = 1. the 'Value' field encodes the IPv6 DSCP field value. The ECN field is not encoded.

3 when TLV 72.2.6.1 = 2, the 'Value' field encodes the S-PCP field value.

3 when TLV 72.2.6.1 = 3, the 'Value' field encodes the C-PCP field value.

3 when TLV 72.2.6.1 = 4, the 'Value' field encodes the I-PCP field value.

3 when TLV 72.2.6.1 = 5, the 'Value' field encodes the B-PCP field value.

1 when TLV 72.2.6.1 = 6, the 'Value' field encodes the S-DEI field value.

1 when TLV 72.2.6.1 = 7, the 'Value' field encodes the C-CFI field value.

1 when TLV 72.2.6.1 = 8, the 'Value' field encodes the I-DEI field value.

1 when TLV 72.2.6.1 = 9, the 'Value' field encodes the B-DEI field value.

		6 bits



		Color

		Encodes the color associated with the given color identification field value. The following values are supported:

0b00: green
0b01: yellow
0b10: red
0b11: reserved

		2 bits





 

For example, the TLV value of 0b00001101 identifies that the IPv4 TOS field value of 0b0000110 corresponds to color yellow (0b01).

[bookmark: API_ID215834]MESP-BP Color Marking 

The TLV is used to define the Color Marking (CR) associated with the given MESP, indicating whether it is configured or not and what fields are used to mark the color information if the color marking mode is enabled. The Color Marking can be applied to MEF service in either transport mode or encapsulation mode. For the MEF service in transport mode, the Color Marking will be applied to field in the Provider tag, including S-Tag, I-Tag and B-Tag. For MEF service in encapsulation mode, the Color Marking will be applied to the field in Provider tags added during the encapsulation, including S-Tag, I-Tag and B-Tag, i.e., the provisioned Color Marking field in this TLV has to be part of the provisioned encapsulation Provider tag in the L2VPN TLV of the MEF service.

		Type

		Length

		Value



		72.2.7

		n

		 





[bookmark: API_ID235764]MESP-BP-CR Color Marking Field

This TLV is used to indicate which of the field within the incoming frames is used to save color information to.

The supported values are indicated in the following table. There is no default value defined for this TLV. 

		Type

		Length

		Value



		72.2.7.1

		1

		0: PCP in S-Tag

1: PCP in I-Tag

2: PCP in B-Tag

3: DEI in S-Tag

4: DEI in I-Tag

5: DEI in B-Tag

6 -255: reserved





[bookmark: API_ID235765]MESP-BP-CR Color Marking Field Value

This TLV is used to relay a specific value of the color marking field selected by TLV 72.2.7.1.

		Type

		Length

		Value



		72.2.7.2

		1

		This TLV comprises an encoded bit map, featuring two distinct fields: color, value, reserved, as shown in the table below. In the cases that the field size is 1 bit, the available Value will be 0 and 1. As the result, it is required to overload single Value for multiple Color Markings.





[bookmark: _Toc513557827][bookmark: API_ID275835]Table 117 - MESP-BP-CR Color Marking Field Value Table

		Field Name

		Description

		Size



		Value

		Encodes the target value of the color marking field identified by TLV 72.2.7.1.

The value is stored in the LSB positions of this 6 bit field. The size of this field is equal to:

3 when TLV 72.2.7.1 = 0, the 'Value' field encodes the S-PCP field value.

3 when TLV 72.2.7.1 = 1, the 'Value' field encodes the I-PCP field value.

3 when TLV 72.2.7.1 = 2, the 'Value' field encodes the B-PCP field value.

1 when TLV 72.2.7.1 = 3, the 'Value' field encodes the S-DEI field value.

1 when TLV 72.2.7.1 = 4, the 'Value' field encodes the I-DEI field value.

1 when TLV 72.2.7.1 = 5, the 'Value' field encodes the B-DEI field value.

		N bits



		Color

		Encodes the color associated with the given color marking field value. The following values are supported:

0b00: green
0b01: yellow
0b10: red
0b11: reserved

		2 bits





If the color marking is included, the green color marking and yellow color marking are required, while the red color marking is optional.

[bookmark: API_ID215836]MESP Name

The value of the field refers to a predefined DPoE System (or CMTS) service configuration to be used for this MESP. This is similar in concept to the Service Class name (TLV 24/25.4) on a CMTS.

		Type

		Length

		Value



		72.3

		2 to n 

(max size 254)

		Zero-terminated string of ASCII characters. 





NOTE: The length includes the terminating zero.

When the MESP Name is used in a Service Flow or Aggregate Service Flow encoding, it indicates that all the unspecified MESP Parameters of the Service Flow need to be provided by the DPoE System (or CMTS). It is up to the operator to synchronize the definition of MESP Names in the DPoE System (or CMTS) and in the configuration file.

[bookmark: API_ID215838][bookmark: _Toc531185641]Payload Header Suppression

Payload Header Suppression is deprecated as of DOCSIS 3.1.

[bookmark: API_ID215840][bookmark: _Toc531185642]Payload Header Suppression Error Encodings

Payload Header Suppression is deprecated as of DOCSIS 3.1.

[bookmark: API_ID215842][bookmark: _Toc531185643]Encodings for Other Interfaces

[bookmark: API_ID215843][bookmark: _Toc531185644]Baseline Privacy Configuration Settings Option

This configuration setting describes parameters which are specific to Baseline Privacy. It is composed from a number of encapsulated type/length/value fields. See [DOCSIS SECv3.0].

		Type

		Length

		Value



		17 (= BP_CFG)

		n

		 





[bookmark: API_ID215845][bookmark: _Toc531185645]eSAFE Configuration Settings Option

This configuration setting describes parameters which are specific to eSAFE devices. It is comprised of a number of encapsulated type/length/value fields, see [DOCSIS eDOCSIS]. The eCM with one or more eSAFEs utilizes the eCM configuration file encapsulation TLV's 201-231. The eCM recognizes the corresponding eCM eSAFE configuration TLVs and communicates them to the eSAFE devices in a vendor-specific manner. The list of TLV's reserved for eSAFE can be seen in Table 5-5 of [DOCSIS eDOCSIS].

		Type

		Length

		Value



		eSAFE TLV

		n

		 





[bookmark: _Toc531185646][bookmark: API_ID215847]Unidirectional (UNI) Control Encodings 

This field, when present in the CM configuration file, defines the set of parameters controlling a number of features of the selected UNI on the device connected to CMTS or DPoE System. 

		Type

		Length

		Value



		79

		N

		 





This field is optional. When not present, the given UNI is configured to the default values specified below for admin status, auto-negotiation status, operating speed, duplex, and Energy Efficient Ethernet (EEE). This field is used only to configure the default (boot-up) status of UNI parameters. Individual parameters may be modified by the operator through manual configuration during run-time. Any changes to the UNI parameters during run-time are not persistent. When the vCM / CM is reset / reboots, configuration for individual UNI parameters is read from the downloaded configuration file. 

One instance of this field may be presented in the CM configuration file for each UNI that requires configuration. 

[bookmark: API_ID215849]Context CMIM

This field represents the CMIM encoding representing the given UNI on the given device (ONU or CM).

		Type

		Length

		Value



		79.1

		n

		[bookmark: A2260]equal to [22/60].13





[bookmark: API_ID215851]UNI Admin Status

This field, if present, defines the admin status for the given UNI port. 

		Type

		Length

		Value



		79.2

		1

		0x00 = disabled

0x01 = enabled (default)

0x02 – 0xFF = reserved





[bookmark: API_ID215853]UNI Auto-Negotiation Status

This field, if present, defines the status of the auto-negotiation function for the given UNI port. If TLV 79.3 is present in the configuration file and is set to enabled and TLVs 79.4, 79.5, or 79.6 are present in the configuration file, then the UNI performs auto-negotiation in a way that ensures those specified values are the preferred outcome of the auto-negotiation process. If TLV 79.3 is not present in the configuration file or it is set to disabled then the UNI does not perform the auto-negotiation process.

		Type

		Length

		Value



		79.3

		1

		0x00 = disabled

0x01 = enabled

0x02 – 0xFF = reserved





[bookmark: API_ID215855]UNI Operating Speed 

This field, if present and if TLV 79.3 is set to disabled, defines the operating speed for the given UNI port. This field, if present and if TLV 79.3 is set to enabled, defines the preferred operating speed for the given UNI.

		Type

		Length

		Value



		79.4

		1

		0x00 = reserved

0x01 = 10 Mbps

0x02 = 100 Mbps

0x03 = 1000 Mbps

0x04 = 10 Gbps

0x05 = 40 Gbps

0x06 = 100 Gbps

0x07 – 0xFF = reserved





[bookmark: API_ID215857]UNI Duplex 

This field, if present and if TLV 79.3 is set to disabled, defines the duplex configuration for the given UNI port. This field, if present and if TLV 79.3 is set to enabled, defines the preferred duplex configuration for the given UNI port.

		Type

		Length

		Value



		79.5

		1

		0x00 = reserved

0x01 = half-duplex

0x02 = full-duplex

0x03 – 0xFF = reserved





[bookmark: API_ID215859]EEE Status 

This field, if present and if TLV 79.3 is set to disabled, defines the admin status for the Energy Efficient Ethernet for the given UNI port. This field, if present and if TLV 79.3 is set to enabled, defines the preferred admin status for the Energy Efficient Ethernet for the given UNI port.

		Type

		Length

		Value



		79.6

		1

		0x00 = disabled (default)

0x01 = enabled

0x02 – 0xFF = reserved





[bookmark: API_ID215861]Maximum Frame Size 

[bookmark: A8023]This field, if present, defines the Maximum Transmit Unit (MTU) for the given UNI port. The MTU represents the size of an Ethernet frame accounts for the all the fields included in an Ethernet frame as defined in [802.3], sections 3.1.1 and 3.2, starting from the Destination MAC address, and ending with the Frame Check Sequence field, including all [IEEE 802.1Q] VLAN tags (if present). Preamble is not included in the size of the Ethernet frame.

		Type

		Length

		Value



		79.7

		2

		Integer value specifying the MTU for the given UNI, expressed in octets. (default = 1518)





[bookmark: API_ID215863]Power Over Ethernet (PoE) Status 

This field, if present, defines the administrative status of Power over Ethernet (PoE) on the specified UNI port.

		Type

		Length

		Value



		79.8

		1

		0x00 = disabled

0x01 = enabled (default)

0x02 – 0xFF = reserved





[bookmark: API_ID215865]Media Type 

This field, if present, specifies the media type to be used on a selectable-media port. Figure 267 depicts an example where the media-type for UNI1 can be configured to be of either RJ45 or SFP type, depending on which of the physical interfaces is activated.

[image: see attached image: Aspose.Words.cb8d3932-74ee-42b7-ac62-b31c502f13e2.227.png]

[bookmark: _Ref513230264][bookmark: _Toc513557675][bookmark: API_ID215867]Figure 267 - Example D-ONU Front Panel

		Type

		Length

		Value



		79.9

		1

		0x00 = SFP media

0x01 = BASE-T media (default)

0x02 – 0xFF = reserved





[bookmark: API_ID215869][bookmark: _Toc531185647]Confirmation Code

The Confirmation Code (CC) provides a common way to indicate failures for Registration Response, Registration Ack, Dynamic Bonding Change-Response, Dynamic Service Addition-Response, Dynamic Service Addition-Ack, Dynamic Service Delete-Response, Dynamic Service Change-Response, Dynamic Service Change-Ack, and Dynamic Channel Change-Response MAC Management Messages. The confirmation codes in Table 118 are used both as message Confirmation Codes and as Error Codes in Error Set Encodings which may be carried in these messages.

Some confirmation codes are considered Major Errors. Major Errors are those which make it impossible either to generate an error set that can be uniquely associated with a parameter set or to generate a full RSP message. Major Errors may cause the CM to fail registration and reinitialize the MAC. Some examples of Major Errors include codes 200 to 210. 

[bookmark: _Ref513230265][bookmark: _Toc513557828][bookmark: API_ID215871]Table 118 - Confirmation Codes

		Confirmation

		Conf.code

		Description

		Applicable Message(s)



		

		

		

		REG-RSP

		REG-ACK

		DSA-RSP

		DSA-ACK

		DSC-RSP

		DSC-ACK

		DSD-RSP

		DCC-RSP

		DBC-RSP



		okay / success

		0

		the message was received and successful.

		X

		X

		X

		X

		X

		X

		X

		X

		X



		reject-other

		1

		none of the other reason codes apply.

		X

		X

		X

		X

		X

		X

		X

		X

		X



		reject-unrecognized-configuration-setting

		2

		a configuration setting or TLV value is outside of the specified range.

		X

		X

		X

		X

		X

		X

		X

		X

		X



		reject-temporary / reject-resource

		3

		the current loading of the CMTS or CM prevents granting the request, but the request might succeed at another time.

		X

		X

		X

		X

		X

		X

		X

		X

		X



		reject-permanent / reject-admin

		4

		for policy, configuration, or capabilities reasons, the request would never be granted unless the CMTS or CM were manually reconfigured or replaced

		X

		X

		X

		X

		X

		X

		X

		X

		X



		reject-not-owner

		5

		the requester is not associated with this service flow.

		X

		X

		X

		X

		X

		X

		X

		X

		X



		reject-service-flow-not-found

		6

		the Service Flow indicated in the request does not exist.

		X

		X

		X

		X

		X

		X

		X

		X

		X



		reject-service-flow-exists

		7

		the Service Flow to be added already exists

		 

		 

		X

		 

		 

		 

		 

		 

		 



		reject-required-parameter-not-present

		8

		a required parameter has been omitted.

		X

		X

		X

		X

		X

		X

		X

		X

		X



		reject-header-suppression

		9

		the requested header suppression cannot be supported

		X

		X

		X

		X

		X

		X

		 

		 

		X



		reject-unknown-transaction-id

		10

		the requested transaction continuation is invalid because the receiving end-point does not view the transaction as being 'in process' (i.e., the message is unexpected or out of order)

		 

		 

		 

		X

		 

		X

		 

		 

		 



		reject-authentication-failure

		11

		the requested transaction was rejected because the message contained an invalid HMAC-digest, CMTS-MIC, provisioned IP address or timestamp.

		X

		X

		X

		X

		X

		X

		X

		X

		X



		reject-add-aborted

		12

		the addition of a dynamic service flow was aborted by the initiator of the Dynamic Service Addition.

		 

		 

		 

		X

		 

		 

		 

		 

		 



		reject-multiple-errors

		13

		multiple errors have been detected.

		X

		X

		X

		X

		X

		X

		X

		X

		X



		reject-classifier-not-found

		14

		the request contains an unrecognized classifier ID.

		 

		 

		X

		X

		X

		X

		 

		 

		 



		reject-classifier-exists

		15

		the ID of a classifier to be added already exists.

		 

		 

		X

		X

		X

		X

		 

		 

		 



		Reserved (was deprecated PHS error in  DOCSIS 3.0 and earlier versions)

		16

		 

		 

		 

		 

		 

		 

		 

		 

		 

		 



		Reserved (was deprecated PHS error in  DOCSIS 3.0 and earlier versions)

		17

		 

		 

		 

		 

		 

		 

		 

		 

		 

		 



		reject-duplicate-reference-ID-or-index-in-message

		18

		the request used a service flow reference, classifier reference, SFID, DSID, SAID or classifier ID twice in an illegal way.

		X

		X

		X

		X

		X

		X

		X

		X

		X



		reject-multiple-upstream-service-flows

		19

		DSA/DSC/DSD contains parameters for more than one upstream flow.

		 

		 

		X

		X

		X

		X

		X

		 

		 



		reject-multiple-downstream-service-flows

		20

		DSA/DSC/DSD contains parameters for more than one downstream flow.

		 

		 

		X

		X

		X

		X

		X

		 

		 



		reject-classifier-for-another-service-flow

		21

		DSA/DSC-REQ includes classifier parameters for a SF other than the SF(s) being added/changed by the DSA/DSC.

		 

		 

		X

		 

		X

		 

		 

		 

		 



		Reserved (was deprecated PHS error in  DOCSIS 3.0 and earlier versions)

		22

		 

		 

		 

		 

		 

		 

		 

		 

		 

		 



		reject-parameter-invalid-for-context

		23

		the parameter supplied cannot be used in the encoding in which it was included, or the value of a parameter is invalid for the encoding in which it was included

		X

		X

		X

		X

		X

		X

		X

		X

		X



		reject-authorization-failure

		24

		the requested transaction was rejected by the authorization module.

		X

		 

		X

		 

		X

		 

		 

		 

		 



		reject-temporary-DCC

		25

		the requested resources are not available on the current channels at this time, and the CM should re-request them on new channels after completing a channel change in response to a DCC command which the CMTS will send. If no DCC is received, the CM must wait for a time of at least T14 before re-requesting the resources on the current channels.

		 

		 

		X

		 

		X

		 

		 

		 

		 



		reject-downstream-inconsistency

		26

		the RCS and DS Resequencing Channel Lists are inconsistent.

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-upstream-inconsistency

		27

		the TCS and Service Flow SID Cluster assignments are inconsistent.

		 

		X

		X

		X

		X

		X

		 

		 

		X



		reject-insufficient-SID-cluster-resources

		28

		the SID Cluster assignment would require more SID Clusters than the CM has available

		 

		X

		X

		X

		X

		X

		 

		 

		X



		reject-missing-RCP

		29

		there was no RCP included with the DOCSIS 3.0 modem's registration request, although it indicated support for Multiple Receive Channel Mode

		X

		 

		 

		 

		 

		 

		 

		 

		 



		partial-service

		30

		CM unable to use one or more channels as instructed in the DBC-REQ or REG-RSP

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-temporary-DBC

		31

		CMTS needs to perform a DBC in order to execute a DSA or DSC

		 

		 

		X

		 

		X

		 

		 

		 

		 



		reject-unknown-DSID

		32

		DBC-REQ trying to change attributes of an unknown DSID

		 

		 

		 

		 

		 

		 

		 

		 

		X



		reject-unknown-SID-Cluster

		33

		Unknown SID Cluster ID

		 

		 

		 

		 

		 

		 

		 

		 

		X



		reject-invalid-initialization-technique

		34

		Initialization technique not permitted or not within the values known to the CM.

		 

		X

		 

		 

		 

		 

		 

		X

		X



		reject-no-change

		35

		CM is already using all the parameters specified in the DBC-REQ

		 

		 

		 

		 

		 

		 

		 

		 

		X



		reject-invalid-DBC-request

		36

		CM is rejecting DBC-REQ as invalid, per the Exception Conditions in Section 11

		 

		 

		 

		 

		 

		 

		 

		 

		X



		reject-mode-switch

		37

		DBC-REQ requires CM to switch from legacy mode to Multiple Transmit Channel Mode

		 

		 

		 

		 

		 

		 

		 

		 

		X



		reject-insufficient-transmitters

		38

		implementation would require more upstream transmitters than the CM has available

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-insufficient-DSID-resources

		40

		implementation would require more DSIDs than the CM has available

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-invalid-DSID-encoding

		41

		The message has an invalid DSID encoding

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-unknown-client-mac-address

		42

		DSID Multicast Client MAC address is not known by the CM

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-unknown-SAID

		43

		The message attempts to delete an unknown SAID

		 

		 

		 

		 

		 

		 

		 

		 

		X



		reject-insufficient-SA-resources

		44

		implementation would require more SAIDs than the CM has available

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-invalid-SA-encoding

		45

		The message has an invalid SA encoding

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-invalid-SA-crypto-suite

		46

		The message has an invalid SA crypto suite

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-tek-exists

		47

		CMTS attempts to set an SA at the CM for which the CM already has an active TEK state machine.

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-invalid-SID-cluster-encoding

		48

		The message has an invalid SID cluster encoding

		 

		X

		X

		X

		 

		 

		 

		 

		X



		reject-insufficient-SID-resources

		49

		The SID assignment would require more SIDs than the CM has available

		 

		X

		X

		X

		 

		 

		 

		 

		X



		reject-unsupported-parameter-change

		50

		The DSC-REQ contains a parameter to be changed where the support for the change is optional, and this device does not support it.

		 

		 

		 

		 

		X

		 

		 

		 

		 



		Reserved (was deprecated PHS error in  DOCSIS 3.0 and earlier versions).

		51

		 

		 

		 

		 

		 

		 

		 

		 

		 

		 



		reject-NoMAPsOrUCDs

		52

		No MAPs or UCDs for the designated upstream channel

		 

		X

		 

		 

		 

		 

		 

		 

		X



		error-T3RetriesExceeded

		53

		16 consecutive T3 timeouts while trying to range on designated upstream channel

		 

		X

		 

		 

		 

		 

		 

		 

		X



		error-T2Timeout

		54

		CM experienced T2 timeout on the designated upstream channel

		 

		X

		 

		 

		 

		 

		 

		 

		X



		error-T4Timeout

		55

		CM experienced T4 timeout on the designated upstream channel

		 

		X

		 

		 

		 

		 

		 

		 

		X



		error-RangeAbort

		56

		CM received RNG-RSP with Status ABORT on the designated upstream channel

		 

		X

		 

		 

		 

		 

		 

		 

		X



		error-InitChanTimeout

		57

		Initializing Channel Timeout occurred before acquiring all channels

		 

		X

		 

		 

		 

		 

		 

		 

		X



		error-DBC-REQ-incomplete

		58

		"DBC-REQ Timeout" timer expired before all fragments of the DBC-REQ message have been correctly received.

		 

		 

		 

		 

		 

		 

		 

		 

		X



		reject-too-many-ofdma-profiles

		59

		CMTS has assigned too many OFDMA profiles that exceed CM's capability.

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-too-many-ofdm-profiles

		60

		CMTS has assigned too many profiles that exceed CM's capability.

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-em-incorrect-primary-ds

		61

		Reject to enter the requested EM mode since it is not compliant to the current primary DS type.

		 

		 

		 

		 

		 

		 

		 

		 

		X



		reject-aqm-not-supported

		62

		The AQM function is not supported on the service flow

		 

		X

		X

		X

		X

		X

		 

		 

		 



		reject-invalid-dpd

		63

		The DPD message for an assigned OFDM Profile is invalid.

		 

		X

		 

		 

		 

		 

		 

		 

		X



		L2VPN-specific

		100-109

		These confirmation codes are reserved for L2VPN usage. See [DOCSIS L2VPN].

		 

		 

		 

		 

		 

		 

		 

		 

		 



		reject-unknown-RCP-ID

		160

		RCP-ID in RCC not supported by CM

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-multiple-RCP-IDs

		161

		only one RCP-ID is allowed in RCC

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-missing-Receive-Module-Index

		162

		Receive Module Index missing in RCC

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-invalid-Receive-Module-Index

		163

		RCC contains a Receive Module Index which is not supported by CM

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-invalid-receive-channel-center-frequency

		164

		receive channel center frequency not within allowed range of center frequencies for Receive Module

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-invalid-RM-first-channel-center-frequency

		165

		Receive Module first channel center frequency not within allowed range of center frequencies

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-missing-RM-first-channel-center-frequency

		166

		Receive Module first channel center frequency not present in RCC

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-no-primary-downstream-channel-assigned

		167

		no primary downstream channel assignment in RCC

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-multiple-primary-downstream-channel-assigned

		168

		more than one primary downstream channel assignment present in RCC

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-receive-module-connectivity-error

		169

		Receive Module connectivity encoding in RCC requires configuration not supported by CM

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-invalid-receive-channel-index

		170

		receive channel index in RCC not supported by CM

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-center-frequency-not-multiple-of-62500-Hz

		171

		center frequency in RCC not a multiple of 62500 Hz

		 

		X

		 

		 

		 

		 

		 

		 

		X



		depart

		180

		the CM is on the old channel and is about to perform the jump to the new channel.

		 

		 

		 

		 

		 

		 

		 

		X

		 



		arrive

		181

		the CM has performed the jump and has arrived at the new channel.

		 

		 

		 

		 

		 

		 

		 

		X

		 



		reject-already-there

		182

		the CMTS has asked the CM to move to a channel that it is already occupying as described in the Dynamic Downstream and/or Upstream Channel Changes subsection of Section 11, or sent a DBC-REQ with redundant parameters as described in the Exception Conditions subsection of Section 11.

		 

		 

		 

		 

		 

		 

		 

		X

		X



		reject-20-disable

		183

		the CMTS has asked a CM with 2.0 mode disabled to move to a Type 3 channel that it cannot use, and a UCD substitution was sent in the corresponding DCC-REQ.

		 

		 

		 

		 

		 

		 

		 

		X

		 



		reject-major-service-flow-error

		200

		indicates that the REQ message did not have either a SFR or SFID in a service flow encoding, and that service flow major errors were the only major errors.

		X

		X

		X

		X

		X

		X

		 

		 

		X



		reject-major-classifier-error

		201

		indicates that the REQ message did not have a classifier reference, or did not have both a classifier ID and a Service Flow ID, and that classifier major errors were the only major errors.

		X

		X

		X

		X

		X

		X

		 

		 

		X



		Reserved (was deprecated PHS error in  DOCSIS 3.0 and earlier versions).

		202

		 

		 

		 

		 

		 

		 

		 

		 

		 

		 



		reject-multiple-major-errors

		203

		indicates that the REQ message contained multiple major errors of types 200, 201, or 202.

		X

		X

		X

		X

		X

		X

		 

		 

		X



		reject-message-syntax-error

		204

		indicates that the REQ message contained syntax error(s) (eg, a TLV length error) resulting in parsing failure.

		X

		X

		X

		X

		X

		X

		X

		X

		X



		reject-primary-service-flow-error

		205

		indicates that a REG-REQ REG-REQ-MP, REG-RSP, or REG-RSP-MP message did not define a required primary Service Flow, or a required primary Service Flow was not specified active.

		X

		X

		 

		 

		 

		 

		 

		 

		 



		reject-message-too-big

		206

		the length of the message needed to respond exceeds the maximum allowed message size.

		X

		X

		X

		X

		X

		X

		X

		X

		X



		reject-invalid-modem-capabilities

		207

		the REG-REQ or REG-REQ-MP contained either an invalid combination of modem capabilities or modem capabilities that are inconsistent with the services in the REG-REQ or REG-REQ-MP.

		X

		 

		 

		 

		 

		 

		 

		 

		 



		reject-bad-rcc

		208

		the message contained an invalid Receive Channel Configuration.

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-bad-tcc

		209

		the message contained an invalid Transmit Channel Configuration.

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-dynamic-range-window-violation

		210

		channels added or deleted by the REG-RSP-MP or DBC-REQ would have resulted in a dynamic range window violation

		 

		X

		 

		 

		 

		 

		 

		 

		X



		reject-unable-to-support-queue-depth

		211

		The message defines a buffer size that cannot be supported – i.e., the Minimum Buffer cannot be met

		X

		X

		X

		X

		X

		X

		 

		 

		 



		reject-energy-mgmt-params

		212

		the REG-REQ or REG-REQ-MP contained Energy Management parameters that cannot be supported by the CMTS

		X

		 

		 

		 

		 

		 

		 

		 

		 



		reject-invalid-backup-primary-downstream

		213

		backup primary downstream channel assigned to an invalid channel; CM did not indicate that channel receiver was capable of receiving a master clock reference in its RCP.

		 

		X

		 

		 

		 

		 

		 

		 

		X
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This Annex has been removed as it is not applicable to DOCSIS 3.1 technology. 
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Please refer to [CANN DHCP-Reg], CableLabs DHCP Options Registry Specification.
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This Annex defines the variant of the PIE AQM algorithm required to be supported by the cable modem (see the Active Queue Management Algorithm subsection in Section 7).

PIE defines two functions organized here into two design blocks:

1.	Control path block, a periodically running algorithm that calculates a drop probability based on the estimated queuing latency and queuing latency trend.

2.	Data path block, a function that occurs on each packet enqueue: per-packet drop decision based on the drop probability.

It is desired to have the ability to update the Control path block based on operational experience with PIE deployments.

The PIE algorithm defined in this Annex has been customized to fit the cable upstream environment in the following way:

1.	Several constants in the PIE algorithm have been optimized for cable networks

2.	Improved handling of the single TCP flow case: extended drop probability calculation to better handle low drop probability scenarios

3.	Instead of performing rate estimation, directly use traffic shaper parameters such as Peak Traffic Rate and Maximum Sustained Traffic Rate parameters as well as the state of the token bucket rate shaper. This does not attempt to track queue draining rate in upstream RF channel congestion scenarios.
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Configuration parameters

  - LATENCY_TARGET.  AQM Latency Target for this Service Flow, expressed in secs.

  - PEAK_RATE.  Service Flow configured Peak Traffic Rate, expressed in Bytes/sec.

  - MSR. Service Flow configured Max. Sustained Traffic Rate, expressed in Bytes/sec.

  - BUFFER_SIZE.  The size (in bytes) of the buffer for this Service Flow.

Constant values

  - A=0.25, B=2.5.  Weights in the drop probability calculation

  - INTERVAL=16 ms. Update interval for drop probability. 

  - DELAY_HIGH=200 ms.

  - BURST_RESET_TIMEOUT = 1 s.

  - MAX_BURST = 142 ms (150 ms - 8 ms(update error))

  - MEAN_PKTSIZE = 1024 bytes

  - MIN_PKTSIZE = 64 bytes

  - PROB_LOW = 0.85

  - PROB_HIGH = 8.5

  - LATENCY_LOW = 5 ms

  - COUPLED. Boolean to indicate whether the PIE AQM is part of a Coupled DualQ. i.e. a Classic SF under a Low Latency ASF



Variables (ending with "_"):

  - drop_prob_.  The current packet drop probability with at least 32-bit resolution, and supporting a maximum value between 15 and 64.  If COUPLED is TRUE, drop_prob is also accessed by the LL AQM (see Annex N) and by the Queue Protection function (see Annex P) if QPROTECT_ON is also TRUE.

  - accu_prob_. accumulated drop prob. since last drop with at least 32-bit resolution, and supporting a maximum value between 15 and 64.

  - qdelay_old_.  The previous queue delay estimate, with resolution of at least 100 µs. 

  - burst_allowance_. Countdown for burst protection, initialize to 0

  - burst_reset_. counter to reset burst

  - burst_state_. Burst protection state encoding 3 states 

      NOBURST - no burst yet,

      FIRST_BURST - first burst detected, no protection yet, 

      PROTECT_BURST - first burst detected, protecting burst if burst_allowance_ > 0

  - queue_.  Holds the pending packets. If COUPLED is TRUE, the variable queue_ is assigned to the Classic queue, qC, and the AQM in the Low Latency queue, qL, couples to the Classic drop probability by accessing qC.drop_prob.

  - interval_bitsL. Only defined if COUPLED is TRUE; the bits arriving at the LL queue in the previous sample INTERVAL;

  - arr_byte_counterL_old_. Stored value of bytes arriving at the LL queue.



Public/system functions:

  - drop(packet).  Drops/discards a packet

  - random(). Returns a uniform r.v. in the range 0 ~ 1 with at least 24-bit resolution.

  - queue_.is_full(). Returns true if queue_ is full

  - queue_.byte_length(). Returns current queue_ length in bytes, including all MAC PDU bytes   

    without DOCSIS MAC overhead

  - queue_.arr_byte_counter(). Returns the cumulative number of bytes arriving at queue_

  - queue_.enque(packet). Adds packet to tail of queue_

  - msrtokens(). Returns current token credits (in bytes) from the Max Sust. Traffic Rate token bucket

  - packet.size(). Returns size of packet

  - sqrt(). Returns square root. Only needed if COUPLED is TRUE.

[bookmark: API_ID216193][bookmark: _Toc531185660]PIE AQM Control Path

PIE control path performs the following:

  - Calls control_path_init() at service flow creation and upon entry into DLS Mode

  - Calls calculate_drop_prob() at a regular INTERVAL (16ms) except during DLS Mode operation

================

//  Initialization function

control_path_init() {

    drop_prob_ = 0;

    qdelay_old_ = 0;

    burst_reset_ = 0;

    burst_state_ = NOBURST;

}

//  Background update, occurs every INTERVAL

calculate_drop_prob() {

    // Derive queue delay using qdelay functions defined in Annex N.4.1. 

    if (COUPLED) {

        // Count the bits forwarded by the LL queue during the previous INTERVAL

        interval_bitsL = 8 * (qL.arr_byte_counter() – arr_byte_counterL_old_);

        arr_byte_counterL_old_ = qL.arr_byte_counter();

        if (qC.byte_length() > 0) {

            qdelay = qdelayCoupledC(qC.byte_length());

        } else {

            // If Classic queue empty, maintain drop_prob_ using the LL queue delay.

            qdelay = qdelayCoupledC(qL.byte_length());

        }

    } else {

	 qdelay = qdelaySingle(queue_.byte_length(), msrtokens());



    if (queue_.byte_length() <= msrtokens()) {

        qdelay = queue_.byte_length() / PEAK_RATE;

    } else {

        qdelay = ((queue_.byte_length() - msrtokens()) / MSR +  msrtokens() / PEAK_RATE);

    }

    if (burst_allowance_ > 0) {

        drop_prob_ = 0;

    } else {

        p = A * (qdelay - LATENCY_TARGET) + B * (qdelay - qdelay_old_);  

	//Since A=0.25 & B=2.5, can be implemented with shift and add

        if (drop_prob_ < 0.000001) { // to cover extremely low drop prob. scenarios

            p /= 2048;

        } else if (drop_prob_ < 0.00001) {

            p /= 512;

        } else if (drop_prob_ < 0.0001) {

            p /= 128;

        } else if (drop_prob_ < 0.001) {

            p /= 32;

        } else if (drop_prob_ < 0.01) {

            p /= 8;

        } else if (drop_prob_ < 0.1) {

            p /= 2;

        } else if (drop_prob_ < 1) {

            p /= 0.5;

        } else if (drop_prob_ < 10) {

            p /= 0.125;

        } else {

            p /= 0.03125;

        }

	if ((drop_prob_ >= 0.1) && (p > 0.02)) {

            p = 0.02;

        }

        drop_prob_ += p;

        /* for non-linear drop in prob */

        if (qdelay < LATENCY_LOW && qdelay_old_ < LATENCY_LOW) {

            drop_prob_ *= 0.98;    // (1-1/64) is sufficient

        } else if (qdelay > DELAY_HIGH) {

            drop_prob_ += 0.02;

        }

        drop_prob_ = max(0, drop_prob_);

	 drop_prob_ = min(drop_prob_, PROB_LOW * MEAN_PKTSIZE/MIN_PKTSIZE);

    }

    if (COUPLED) {

        // Calculate the base probability for coupling to the LL AQM

        probBase = sqrt(drop_prob_)

    }

    if (burst_allowance_ < INTERVAL)

   	burst_allowance_ = 0;

    else

	burst_allowance_ = burst_allowance_ - INTERVAL;

    // both old and new qdelay is well better than the

    // target and drop_prob_ == 0, time to clear burst tolerance

    if ((qdelay < 0.5 * LATENCY_TARGET) 

            && (qdelay_old_ < 0.5 * LATENCY_TARGET)

            && (drop_prob_ == 0)

            && (burst_allowance_ == 0)){

        if (burst_state_ == PROTECT_BURST) {

           burst_state_ = FIRST_BURST;

           burst_reset_ = 0;

        } else if (burst_state_ == FIRST_BURST) {

           burst_reset_ += INTERVAL ;

           if (burst_reset_ > BURST_RESET_TIMEOUT) {

              burst_reset_ = 0;

              burst_state_ = NOBURST;

           }

        }

    } else if (burst_state_ == FIRST_BURST) {

        burst_reset_ = 0;

    }

       qdelay_old_ = qdelay; 

}
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PIE data path performs the following:

- Calls enque() in response to an incoming packet to the Service Flow's queuefrom the CMCI. 

================

enque(packet) {

	

     if (queue_.is_full()) {                                     // Drop - reactive to full queue

        drop(packet);

	 accu_prob_ = 0;

    } else if (drop_early(packet, queue_.byte_length())) {        // Drop - proactive

        drop(packet);

    } else {

        queue_.enque(packet);

    }

}

////////////////

drop_early(packet, queue_length) {

    if (burst_allowance_ > 0) {

        return FALSE;

    }

    if (drop_prob_ == 0) {

  	accu_prob_ = 0;

    }

    if (burst_state_ == NOBURST) {                        //first burst?

        if (queue_.byte_length() < BUFFER_SIZE/3) { 				    

            return FALSE;

        } else {

            burst_state_ = FIRST_BURST;                     //burst detected

        }

    }

    //The CM can quantize packet.size to 64, 128, 256, 512, 768, 1024, 

    // 1280, 1536, 2048 in the calculation below	

    p1 = drop_prob_ * packet.size() / MEAN_PKTSIZE;     

    p1 = min(p1, PROB_LOW); 

	

    accu_prob_ += p1; 

    // If latency is low, don't drop packets 

    if ( (qdelay_old_ < 0.5 * LATENCY_TARGET && drop_prob_ < 0.2) 

			|| (queue_.byte_length() <= 2 * MEAN_PKTSIZE) ) {               

        return FALSE;

    }

    drop = TRUE;

    if (accu_prob_ < PROB_LOW) {  // if accumulated prob_ < PROB_LOW, avoid dropping 

                                 // too fast due to bad luck of coin tosses

        drop = FALSE;

    } else if (accu_prob_ >= PROB_HIGH) {  // if accumulated prob > PROB_HIGH, drop  packet

        drop = TRUE;

   } else {                        //Random drop

        double u = random();        // 0 ~ 1

        if (u > p1) {

           drop = FALSE;

        }

   }

   if (drop == FALSE) return FALSE;

// In case of packet drop:				

    accu_prob_ = 0;

    if (burst_state_ == FIRST_BURST) {                  //not protecting first yet?

        burst_state_ = PROTECT_BURST;                     //start protecting burst

	 burst_allowance_ = MAX_BURST;            //this will set the value and update procedure 

						//will decrement. can implement this as a 

						//150ms timer

    }

    return TRUE;

}
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This annex defines the Immediate Active Queue Management (IAQM) algorithm required to be supported by the cable modem if the low latency characteristic is enabled (see Section 7.7.5). The IAQM algorithm is used by Low Latency Service Flows (LL SF) as part of the Dual Queue Coupled AQM structure described in Section 7.7.5. The IAQM can also be used by a CMTS for downstream LL SFs, also as part of a Dual Queue Coupled AQM structure.

The IAQM algorithm is typically only applied to packets that indicate that the end-to-end transport supports Low Latency Low Loss Scalable throughput Explicit Congestion Notification (L4S ECN). The data sender does this by setting the ECT(1) codepoint in the ECN field of the IP header [RFC8311] [draft-ietf-tsvwg-ecn-l4s-id]. This codepoint is one of the default classifiers that classifies L4S ECN packets into the LL SF.

The IAQM signals increasing congestion by marking the Explicit Congestion Notification (ECN) field of the packet's IP header (v4 or v6) with the Congestion Experienced (CE) codepoint. The CE marking is also one of the default classifiers for the LL SF – because the ECT(1) codepoint might have been changed to CE earlier in the path.

In order to introduce minimal delay into the feedback loop, the IAQM signals queue growth immediately rather than attempting to smooth out short term variations. L4S data senders are expected to smooth the signal themselves, when appropriate.

It is common for the drain rate of the LL queue to vary given it shares Aggregate Service Flow capacity with the Classic queue. Therefore, all the queue parameters and queue measurements taken by the IAQM are cast in units of queuing time, not queue size, so that they remain inherently correct as the drain rate varies. 

The IAQM uses a ramp function to determine the likelihood of ECN-marking each packet dependent on the current queuing delay. The marking probability rises from 0 to 1 between minimum and maximum queue delay thresholds.

As explained in Section 7.7.5, the marking and drop probabilities of the LL and Classic queues are coupled together, but the Classic probability is squared relative to that of the LL queue to counterbalance its square root relationship with the Classic flow rate [draft-ietf-tsvwg-aqm-dualq-coupled]. The LL AQM compares the probability from the native LL AQM to the probability coupled across from the Classic AQM and uses the larger of the two. Then, as LL data sources seek out their maximum flow rate, they will converge on the point where  the greater of the outputs from both queues is minimized, which will be when they are equal.

The ramp function used for the IAQM algorithm is the same as the ramp function used for Queue Protection (if enabled – see Section 7.7.6). This helps to ensure that the basis of Queue Protection decisions is transparent to end-users and application developers, who can be assured that they are unlikely to trigger Queue Protection if they follow a recommended response to ECN signals from the IAQM. 
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Below, the parameters for the IAQM algorithm are defined with their default and their units in '[]'. The parameter for the coupling between the IAQM and the Classic AQM is also defined.

The queue delay thresholds for the ramp are configured by setting the minimum threshold and the range between the minimum and the maximum thresholds.  The function can be effectively made into a step by reducing the range of the ramp to its minimum value.

 

For a low aggregate maximum sustained rate (AMSR) SF, a threshold set in units of time could represent a very small number of packets in the queue. For example, at 12 Mb/s a 1 ms threshold would lead to ECN marking whenever the queue exceeded a single 1500B packet. Therefore any configuration that would set a threshold at less than 2 maximum transmission units (MTUs) is automatically increased to this floor of 2 MTU, otherwise the ECN-marking level would always be close to 100% in such cases. 

[bookmark: __RefHeading___Toc65197_1536187203]// Parameters for the IAQM algorithm:



MINTH_us  = 475            // Min marking threshold [μs] (see Annex C.2.2.7.15.4),

                           //  for QP and IAQM



LG_RANGE  = 19             // Log base 2 of the range of ramp [lg(ns)] (see Annex

                           //   C.2.2.7.15.5) for QP and IAQM

                           //  Default: 2^19 = 524288 ns (roughly 525 μs)

BUFFER_SIZE                // The size of the buffer for the LL service flow [B]

                           //  (see Annex C.2.2.7.11.5). A value of 100 µs multiplied

                           // by the ASF Maximum Sustained Rate AMSR is recommended



// Parameter for the coupling between Classic and LL queues:

LG_K      = 1              // Log base 2 of coupling factor [lg(dimensionless)]



// Internal constants:

PROB_OVERLOAD   = 1        // threshold for probCL_ over which C queue overloaded

MAX_PROB        = 1        // For integer arithmetic, would use a large integer

                           //  e.g. 2^31, to allow space for overflow

enum IAQM_EXIT_STATUS {

   EXIT_FWD,               // 0: Forward packet

   EXIT_DROP,              // 1: Drop packet

   EXIT_CE                 // 2: Mark ECN field of packet with Congestion Experienced

}

ECN_MASK        = 3        // Mask to locate the ECN field in the IP header (v4 or v6)

L4S_MASK        = 1        // Mask to match the ECN codepoints that identify L4S pkts

enum ECN_CODEPOINT {

   NOT-ECT,                // 0: Not ECN-Capable Transport

   ECT1,                   // 1: ECN-Capable Transport 1

   ECT0,                   // 2: ECN-Capable Transport 0

   CE,                     // 3: Congestion Experienced

}



// Internal constants derived from input parameters:

MINTH = MINTH_us * 1000;         // Min marking threshold [ns]

FLOOR =  2 * 8 * ifMTU * 10^9 / AMSR;

                        // Minimum marking threshold of 2 MTU for slow links [ns]

ifMTU                            // Interface max transmission unit [B]

AMSR                             // Max Sustained Rate of Aggregate SF [b/s]







RANGE = (1 << LG_RANGE);      // Range of ramp [ns]



if (MINTH < FLOOR) {

   // Adjust RANGE to keep MAXTH unchanged or at least no lower than FLOOR

   RANGE = max(RANGE – (FLOOR – MINTH), 1);      // Min of 1 avoids divide by zero

   MINTH = FLOOR;

}

MAXTH = MINTH + RANGE;           // Max marking threshold [ns]



K = 1 << LG_K;                   // Coupling factor (default 2^1 = 2)



// Public variables:

qdelay         // The current queuing delay of the LL queue [ns]

probNative     // The current native probability of the LL queue within [0,1]



// Internal variables (ending with "_"):

ecn_           // The ECN codepoint of the packet

probCL_        // The probability coupled from the Classic AQM

probL_         // The current ECN marking probability [0,1] of the LL queue

count_         // Deterministic ECN marking counter stored between packets



// External variables:

packet         // The structure holding packet header fields

qC.probBase    // Probability output by the base AQM (if PI2) 

               //  or the square root of drop_prob_ from the PIE AQM (Annex M)



// Public/system functions:

drop(packet).              // Drops/discards a packet

random()                   // Returns uniform IID r.v. in [0,1] >= 24-bit resolution.

queue.byte_length()        // Returns current queue length [B], 

                           // including all MAC PDU bytes without DOCSIS MAC overhead

queue.enque(packet)        // Adds packet to tail of queue

queue.qdelay()             // Returns the current queuing delay of queue [ns]

queue.recur()              // Triggers a task with a certain likelihood

packet.read_ecn()          // Returns the ECN field of packet, whether IPv4 or v6

packet.mark_ecn_congestion()   // CE-marks the ECN field of packet. Returns boolean



[bookmark: _Toc531185664]Immediate AQM Control Path

The IAQM control path performs the following:

	- Calls control_path_init() at service flow creation and upon entry into DLS Mode

// Initialization function

control_path_init() {

	count_ = 0;

}

There is nothing else on the IAQM's own control path. Nonetheless, the IAQM data path uses a variable calculated  every qC.INTERVAL in the control path of the Classic AQM. The base probability qC.probBase for use in the IAQM data path might be derived in two possible ways:

1. If  the Classic AQM uses the PI2 algorithm, it naturally calculates qC.probBase as the first stage in calculating qC.drop_prob_

2. If the Classic AQM uses the PIE, algorithm qC.probBase can be derived from the drop probability of the Classic PIE queue, qC.drop_prob_ in an extension to the PIE control path, as defined in Annex M.  
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The entry point to the Immediate AQM data path is the function iaqm(), which returns the enum IAQM_EXIT_STATUS. 

iaqm() would ideally be called on dequeue, but the following example shows how hardware that does not support drop or ECN-marking on dequeue can call iaqm() on enqueue. Given LL queue delay is generally small relative to the RTT, the extra control-loop delay due to running the AQM at the tail will be relatively small. In this example, iaqm() is called after the packet classification and the Queue Protection functions have been executed on an incoming packet:

main(packet) {



// Assuming packet has been classified to the LL SF (see Section 7.7.4.3), 

// and it hasn't been rejected by the Q Protection function (if enabled - see Annex P)

// ...

// Check buffer space is not exhausted

if ( qL.byte_length() < BUFFER_SIZE ) {

   // Run Immediate AQM for the LL SF

   switch (iaqm(packet, qL.byte_length()) ) {

      case EXIT_FWD :

         qL.enque(packet);

         break;

      case EXIT_CE:

         packet.mark_ecn_congestion();  // ECN-mark

         qL.enque(packet);

         break;

      case EXIT_DROP:

         drop(packet);                  // Drop – proactive

   }

} else {

   drop(packet);                        // Drop - reactive to full queue

}



// Continue...

}

Pseudocode for the iaqm() function that complies with the requirements in [draft-ietf-tsvwg-aqm-dualq-coupled] is given below. The structure of the pseudocode is explained here, while inline comments explain each step. 

The pseudocode can be divided into three main conditional blocks:

· processing L4S packets, to decide whether to mark, drop or forward them unchanged;

· processing non-L4S packets; 

· handling overload, which applies to all packets equally, bypassing both the above code blocks.

In order to determine whether to resort to the overload code, the marking probability is compared with the  PROB_OVERLOAD parameter (default 100%). For the comparison a marking probability is needed that represents persistent overload, so probNative is not appropriate, because it is based on the instantaneous queue delay so small transients frequently take it over 100%. Instead, the coupled probability probCL_ is used, because that is derived from the Classic queue (see Figure 25 in Section 7.7.5), which is smoothed over multiple sample INTERVALs, and if there is overload in the LL queue there will always be Classic overload too. This is why the first line of iaqm() calculates the coupled probability. 

In the non-overload case, the packet is tested for L4S support by testing whether the LSB of its ECN field is set. This matches ECN codepoints ECT(1) and CE, but not ECT(0) and Not-ECT as required by [draft-ietf-tsvwg-ecn-l4s-id].

For L4S packets, first the native probability of the LL queue probNative is calculated, using a ramp algorithm. 

Then, iaqm() calculates the LL marking probability probL_ as the maximum of the native probability probNative of the LL queue and the coupled probability probCL_ from the Classic queue. It then returns EXIT_CE with likelihood probL_ and EXIT_FWD otherwise. These exit codes tell the calling function to forward the packet respectively with or without a CE-mark. Note that, if the native probability is 100%, there is no need to combine it with the coupled probability, as the result will always still be 100%. So, at the point where iaqm() determines probNative is 100%, it returns  EXIT_CE straight away. 

For a non-L4S packet, the routine tests for one of two sub-cases: 

· In the case of a non-ECN (Not-ECT) packet, all congestion signaling is suppressed, because a non-ECN packet classified into the LL queue is not expected to build a queue and not expected to be responsive to congestion signals either. The overload code still provides a back-stop if these assumptions turn out to be incorrect. Thus, for a non-ECN packet, iaqm() simply returns EXIT_FWD. 

· In the case of an ECT(0) packet, even though the operator must have deemed it appropriate to classify certain ECT(0) packets into the LL SF, it is assumed that the data source still expects a Classic level of ECN marking (i.e. the square of the L4S level). Therefore, the iaqm() algorithm returns EXIT_CE with probability qC.drop_prob_ and EXIT_FWD otherwise. However, this Classic ECN-marking is applied relative to the LL target delay, not the Classic target.

In the case of overload, the LL queue disables ECN marking as required by the IETF [RFC3168], [RFC7567]. L4S data sources fall back to Classic behavior in response to drops. So, when the LL SF is using drop as a congestion signal, it simply uses the AQM of the Classic SF. Thus traffic in either queue will see the same drop probability and they will both aim for the same Classic target delay, which is appropriate for flows that have fallen back to queue-building behavior.



iaqm(packet, q_byte_length) {                // IAQM is associated with LL queue only

   // Calculate the coupled probability using the coupling factor and the

   //  base probability extracted from the control path of the Classic AQM

   probCL_ = K * qC.probBase;

   // In practice, the multiplication would use a bit-shift



   if ( probCL_ < PROB_OVERLOAD ) {          // Check C queue is not in overload



      // Derive qdelay of qL from its byte_length using qdelayCoupledL() (see Annex P)

      qdelay = qdelayCoupledL(q_byte_length);

      ecn_ = read_ecn(packet);



      if ( ecn_ & L4S_MASK ) {

         // L4S packet (ECT1 or CE)

         if ( qdelay >= MAXTH ) {

            probNative = MAX_PROB;

            probL_ = MAX_PROB;               // Not used, but set for safety

            return EXIT_CE;

         } else {

            if ( qdelay > MINTH ) {

               probNative = MAX_PROB * (qdelay – MINTH)/RANGE;

               // In practice, the * and the / would use a bit-shift

            } else {

               probNative = 0;

            }



            // Combine Native and Coupled probabilities into ECN marking probL_

            probL_ = max(probNative, probCL_);

   

            // Mark the packet as CE with likelihood probL_ using recur() from Annex P.1

            return ( recur(probL_) ? EXIT_CE : EXIT_FWD );

         }

      } else {

         // Non-L4S in the LL Queue





         if ( ecn == NOT-ECT ) {







            return EXIT_FWD;

         } else {                         // ECT0

            // Mark with Classic drop_prob_ but at target delay of the LL queue

            if ( (qdelay > MINTH) && (qC.drop_prob_ > random()) ) {

            return EXIT_CE;               // CE-mark with probability qC.drop_prob_

         }







      }

   } else {                                  // C queue overload

      if ( qC.drop_prob_ > random() ) {

         return EXIT_DROP;              // drop LL packets with same squared prob as C

      } else if ( probCL_ > random() ) {     // Always TRUE if PROB_OVERLOAD = 1

         // CE-mark any remaining packets

         return EXIT_CE;

      } else {

         return EXIT_FWD;

      }

   }

}
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The three functions below returns an estimate of the current queue delay of three different types of queue:

qdelayCoupledL(q_byte_length);                // For LL queue if COUPLED is TRUE

qdelayCoupledC(q_byte_length);                // For Classic queue if COUPLED is TRUE

qdelaySingle(q_byte_length, tb_msrtokens);    // For Single queue if COUPLED is FALSE



// The arguments are defined as follows:

q_byte_length      // The length of the queue in bytes (incl. the packet to enqueue)

tb_msrtokens       

// The max sustained rate token bucket depth of the shaper



The three qdelay functions use the following parameters and variables, all but one of which are already defined elsewhere, as referenced below.



// PIE AQM Control Path parameters (see Annex M.1)

COUPLED     // Boolean to indicate whether the queue is part of a DualQ Coupled AQM

INTERVAL    // The sample interval in the Classic queue control path [ms]

PEAK_RATE   // Peak rate of the token bucket shaper [b/s]



// PIE AQM Control Path variables (see Annex M.1)

qL               // The Low Latency queue 

qC               // The Classic queue

interval_bitsL   // The bits served by the LL queue in the previous sample INTERVAL



// Immediate AQM parameter (see Annex N.1)

AMSR        // Max Sustained Rate of the Aggregate SF [b/s]



// Inter-Queue Scheduler parameter (see Annex C.2.2.7.17.5)

WEIGHT      // Weight of the WRR inter-queue scheduler



// Internal variables

r_L_        // Calculated rate of the LL queue over the previous sample INTERVAL



The delay of a Low Latency queue has to be calculated for every packet, so the function qdelayCoupledL() uses a very simple approximation for queue delay: 
	byte_length / AMSR.

This is a good estimate for the typical case when LL traffic paces itself rather than having to be limited by the scheduler. Then, when LL traffic arrives, it will typically be served at the rate of the aggregate SF. The rate of the ASF can vary depending on link congestion and on the state of the token bucket shaper. However, this estimate just uses the max sustained rate of the aggregate, AMSR, which is essentially a constant so there will be opportunities for optimization of the divide operation.

The delay of the Classic queue is only calculated every INTERVAL so processing cost is not such a concern. However, it is not essential to take into account details like the state of the token bucket, because only a sample of the queue delay is needed, so average drain rates can be used. 

When the queue is a Classic queue that is part of a Dual Queue Coupled AQM, the function qdelayDualC() calculates queue delay as:
	byte_length / ( AMSR – r_L_ ).

r_L_ is an estimate of the arrival rate at the LL queue during the next sample INTERVAL of the Classic queue. Although the past is not a good predictor of future traffic behavior, it is the only data available. So r_L_ is estimated using:
	r_L_ = min(interval_bitsL / INTERVAL, WEIGHT * AMSR),
where all the terms are defined above. The second term of the min() is necessary because the scheduler will prevent r_L_ from persisting above this level.

If the queue is not part of a Dual Queue Coupled AQM, the qdelaySingle() function uses the original DOCSIS PIE formula for queue delay, which takes account of the current state of the token bucket shaper.

Pseudocode for the three qdelay functions is given below. For consistency with their calling code, the function for a Low Latency queue returns delay in units of nanoseconds, whereas the other two functions return delay in units of milliseconds.



qdelayCoupledL(byte_length) {



   // LL queue delay uses ns units

   return 8 * 10^9 * byte_length / AMSR;

   // In practice, 8*10^9/AMSR would be calculated

   //  once as a constant so that an integer multiply could be used.

}



qdelayCoupledC(byte_length) {

   // Classic queue delay uses ms units



   r_L_ = min(10^3 * interval_bitsL / INTERVAL, WEIGHT * AMSR);

   // INTERVAL is a power of 2, so the division can use a bit-shift

   return 8 * 10^3 byte_length / (AMSR – r_L_);

}



qdelaySingle(byte_length, msrtokens){

   // Single queue delay uses ms units

   if (byte_length() <= msrtokens) {

      return 8 * 10^3 * byte_length() / PEAK_RATE;

   } else {

      return 8 * 10^3 * ((byte_length() - msrtokens) / MSR + msrtokens() / PEAK_RATE);

   }



The following utility function determines whether to repeat an operation (e.g. dropping or marking a packet) so that it will recur with a certain likelihood. The argument likelihood takes a value between 0 and 1 and the function averages likelihood over all invocations.

recur(likelihood) {

   count_ += likelihood;

   if ( count_ > MAX_PROB ) {

      count_ -= MAX_PROB;

      return TRUE;

   } else {

      return FALSE;

   }

}
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The Immediate AQM algorithm depends on the Explicit Congestion Notification (ECN) field of a packet [RFC3168]. For IPv4, the ECN field is in bits 1:0 of the second octet in the IPv4 header, formerly called the ToS octet. For IPv6, the ECN field is in bits 1:0 of the former Traffic Class field. This field spans two octets in the IPv6 header. As a result, the ECN field is in bits 5:4 of the second octet. 

The following pseudocode function reads the ECN field of an IP packet, whether IPv4 or IPv6.

packet::read_ecn() {

   if (packet.is_ipv4()) {

      return (packet.ip_header.tos() & ECN_MASK);

   } else if (packet.is_ipv6()) {

      return packet.ip_header.traffic_class() & ECN_MASK);

   }

}

An AQM algorithm that supports ECN indicates increasing congestion in a stream of packets by congestion-marking the ECN field more often. Congestion-marking involves setting both bits of the ECN field to 1.  Note that for IPv4 congestion marking, the IPv4 header checksum (HCS) must also be updated.

The calling function is responsible for determining whether the packet supports ECN-marking. ECN-marking is only permitted on packets that arrive with a non-zero ECN field. If the ECN field of a packet has the binary value 00, then that packet must not be ECN marked (drop is the only valid indication of congestion). If the ECN field has the binary value 11, then it has already been ECN-marked, and marking it again simply leaves it unchanged. 

The following pseudocode function ECN-marks a particular packet whether IPv4 or IPv6. The array packet.ip_header.data[] represents the IP header indexed by octet.

packet::mark_ecn_congestion() {

   // Treat IPv4 separately from IPv6 (and skip non-IP altogether)

   if (packet.is_ipv4()) {

      // Mark the packet by setting both bits, and fix up the header checksum

      new_tos_value = packet.ip_header.data[1] | CE;



      packet.ip_header.fixup_hcs(packet.ip_header.data[1], new_tos_value);

      packet.ip_header.data[1] = new_tos_value;

   }

   else if (packet.is_ipv6()) {

      // Mark the packet by setting both bits. No HCS to fixup.

      packet.ip_header.data[1] = packet.ip_header.data[1] | CE;

   }

}
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In either direction, this algorithm is intended to be applied solely to a Low Latency Service Flow. It detects queue-building Microflows and redirects some or all of their packets to the Classic Service Flow in order to protect the Latency Service Flow from excessive queuing. A Microflow is defined in Annex P.3 but typically it is an end-to-end transport layer data flow. 

The algorithm maintains per-Microflow state that holds a “queuing score” representing how much each Microflow was responsible for recent queuing. Under normal conditions, when queuing delay is low, Queue Protection does not intervene at all. However, as each packet arrives, if the queuing delay of the Low Latency Service Flow exceeds a threshold, Queue Protection comes into play. It redirects packets out of the Low Latency Service Flow if they belong to Microflows with excessive queuing scores.

Per-Microflow state is only persistently held for those Microflows most responsible for queuing. The flow state of a non-queue-building Microflow ages out of the system so rapidly that its memory can be re-used as the packets of other non-queue-building Microflows arrive. 

As each packet arrives, the algorithm either creates or updates the state for the Microflow to which that packet belongs.  It holds this state in a structure called a bucket, because of its similarity to a classical leaky bucket. However the queuing score does not represent bits, it represents a normalized amount of queuing, termed the congestion-volume, which is the product of the size in bytes of each packet and the probability of congesting the queue at the time the packet is processed.

To derive this queuing score, the Queue Protection algorithm uses the same underlying logic as the Immediate AQM algorithm (Annex N). They both use the same linear ramp function to normalize instantaneous queuing delay into a probability in the range [0,1]. Not only does this improve processing efficiency, but it also helps to ensure that the basis of Queue Protection decisions is transparent to end-users and application developers, who can be assured that they are unlikely to trigger Queue Protection if they follow a recommended response to ECN signals from the IAQM. 

The queuing score is both accumulated and aged over time. To make aging the score efficient, the queuing score is normalized to units of time, so that it represents how long it will be before the queuing score ages to zero. 

Whenever a packet arrives, if a bucket is not already associated with the packet's Microflow, the algorithm looks for an existing bucket with a score that has aged out. Given this bucket is no longer necessary to hold state for its previous Microflow, it can be recycled for use by the present packet's Microflow.

All the functions of Queue Protection operate on the data path, driven by packet arrivals. Below, the functions used for Queue Protection are divided into those that are primarily mechanism or primarily policy. The following functions that maintain per-Microflow queuing scores and manage per-flow state are considered primarily as mechanism:

· pick_bucket()

· fill_bucket()

The following function is primarily concerned with policy:

· qprotect();

It is more likely that there might be future modifications to policy aspects than to mechanism aspects. Therefore, policy aspects would be less appropriate candidates for any hardware acceleration.
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Queue Protection is configured with the following parameters, with their default values and units as shown. The names of the corresponding AsfQosProfile Extension Object Attribute are shown in parentheses.



// Parameters

QPROTECT_ON = TRUE;            // Queue Protection is enabled if TRUE





CRITICALqL_us = 1000;          // (QPLatencyThreshold) Threshold delay of L queue [μs]



CRITICALqLSCORE_us = 2000;     // (QPQueuingScoreThreshold) The threshold queuing score [μs]

LG_AGING = 17;                 // (QPDrainRateExponent) The aging rate of the queuing score, 

         //  as an exponent of 2, of the congestion-rate in congestion-byte/s

         //  The congestion-rate is the rate of bytes in congestion-marked packets

         //  i.e. default aging rate=2^17B/s =128KiB/s =1.048Mb/s



The following internal constants are either hard-coded or derived from the above parameters, for implementation efficiency or precision.

// Internal constants





AGING = pow(2, (LG_AGING-30) );                       // Convert lg([B/s]) to [B/ns]

CRITICALqL = CRITICALqL_us * 1000                     // Convert [μs] to [ns]

CRITICALqLSCORE = CRITICALqLSCORE_us * 1000           // Convert [μs] to [ns]

CRITICALqLPRODUCT = CRITICALqL * CRITICALqLSCORE      // Product used as a threshold

ATTEMPTS = 2;              // Max no. of attempts to pick a bucket (default is vendor-specific)

BI_SIZE = 5;                     // Bit-width of index number for non-default buckets

NBUCKETS = pow(2, BI_SIZE);      // No. of non-default buckets

MASK = NBUCKETS-1;               // a convenient constant, filled with ones



                           // Queue Protection exit states

EXIT_SUCCESS = 0;          // Forward the packet

EXIT_SANCTION = 1;         // Redirect the packet

Nanosecond precision can be justified by comparison with microsecond precision, because a 1us interval between minimum-sized UDP/IP datagrams (~30B) would only scale to 240Mb/s, which would give insufficient headroom to scale up the rate in future.

The Queue Protection algorithm depends on the following variables external to the Queue Protection algorithm. 

// External variables

qL.probNative   // The current ECN marking probability [0,1] from the Native AQM for the L queue

qL.qdelay       // The current queuing delay of the L queue [ns]

pkt.size        // The size of the packet currently being processed [B]

pkt.uflow       // The microflow identifier of the packet currently being processed

                //  (e.g. 5-tuple or 4-tuple if IPSec)

The only internal variable shared by all the Queue Protection functions is the array of bucket structures defined here:

struct bucket { // The leaky bucket structure to hold per-microflow state

   id;          // the identifier (e.g. 5-tuple) of the microflow using the bucket

   t_exp;       // expiry time;

                // (t_exp - now) is the microflow's normalized queuing score [ns]

};

struct bucket buckets[NBUCKETS+1];

The time origin for t_exp could be recalibrated infrequently at run-time so that the size of the t_exp variable would not have to be prohibitively large.

All other variables are internal to the functions so they are described where they are declared at the beginning of each function definition.
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// Functions

qprotect(packet);                 // Returns exit status to either forward or redirect the packet

pick_bucket(uflow_id);            // Returns bucket identifier

fill_bucket(bucket_id, pkt_size); // Returns void

The entry point to these functions is qprotect(), which would be called as part of packet classification as follows:

classifier(packet) {

   // ...

   // Classify packet

      // if packet classified to Low Latency Service Flow

      if (QPROTECT_ON) {

         if (qprotect(pkt) == EXIT_SANCTION) {

            // redirect packet to    Classic Service Flow

         }

      }

      // Forward packet to Low Latency Service Flow

   // Continue...

}





// Per packet queue protection

qprotect(packet) {



   now;       // current time [ns]

   bckt_id;   // bucket index

   qLscore;   // queuing score of pkt's flow [ns]



   now = get_time_now();

   bckt_id = pick_bucket(packet.uflow);

   // if bckt_id->t_exp at risk of overflow, return EXIT_SANCTION here (not shown)

   qLscore = fill_bucket(buckets[bckt_id], packet.size);



   // Determine whether to sanction packet

   if (  ( qL.qdelay > CRITICALqL )      // Test if Qdelay over a threshold...

      // ...and if microflow's q'ing score scaled by QL.delay/CRITICALqL

      // ...exceeds CRITICALqLSCORE

      && ( qL.qdelay * qLscore > CRITICALqLPRODUCT ) )

// IA	   && ( qL.delay >> LG_CRITqL_SCALED * (buckets[bi].t_exp - now) > CRITqSCORE_SCALED ) )

      

      return EXIT_SANCTION;



   else

      return EXIT_SUCCESS;

}



// Pick the bucket associated with microflow uflw

pick_bucket(uflw) {

   

   j;                        // loop counter



   h32;                      // holds the hash of the packet's flow identifiers

   h;                        // bucket index being checked

   hsav;                     // interim chosen bucket index



   h32 = hash32(uflw);       // 32-bit hash of flow ID

   hsav = NBUCKETS;          // Default bucket



   // The for loop checks ATTEMPTS buckets for ownership by the microflow-ID. 

   // It also records the first bucket, if any, that could be recycled because it's expired.

   // However, it must not recycle a bucket until it's completed all the ownership checks

   for (j=0; j<ATTEMPTS; j++) {

      h = h32 & MASK;                // Use least signif. BI_SIZE bits of hash for each attempt

      if (buckets[h].id == uflw) {        // Once bucket owned by uflow-ID is found...

         if (buckets[h].t_exp <= now)     // If bucket has expired...

            buckets[h].t_exp = now;       // ...reset it

         return h;                        // ...use it

      }

      else if ( (hsav == NBUCKETS)            // If an expired bucket is yet to be found

           && (buckets[h].t_exp <= now) ) {   // and bucket under test has expired

         hsav = h;                            // set it as the interim bucket

      }

      h32 >>= BI_SIZE;                        // Bit-shift hash for next attempt

   }

   // If reached here, no tested bucket was owned by the microflow-ID

   if (hsav != NBUCKETS) {

      // If here, we found an expired bucket within the above for loop

      buckets[hsav].t_exp = now;              // Reset expired bucket

   } else {

      // If here, we're having to use the default bucket

      if (buckets[hsav].t_exp <= now) {   // If default bucket has expired...

         buckets[hsav].t_exp = now;       // ...reset it

      } else {

         if (buckets[hsav].id != uflw)    // Otherwise, if last used by a diff flow

         // Note: Bucket is not reset even tho used by a diff flow

         // otherwise, a potential vulnerability would result

      }

   }

   buckets[hsav].id = uflw;               // In either case, claim bucket for recycling

   return hsav;

}



fill_bucket(bckt_id, pkt_sz) {

// IA:	buckets[bckt_id].t_exp += (qL.prob * pkt_sz) >> LG_AGING;	// Add packet's q'ing score

   buckets[bckt_id].t_exp += qL.probNative * pkt_sz / AGING;   // Add packet's q'ing score

   // For integer arithmetic, a bit-shift can replace the division 

   return  (buckets[bckt_id].t_exp – now);

}
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The  Queue Protection algorithm defined in this Annex categorizes packets into Microflows, in order to accumulate a queuing score per Microflow. All packets of each Microflow are characterized by identical values in a set of header fields. Such a set of header fields is termed a tuple, and the term n-tuple is used for a tuple consisting of n header fields. In contrast to classification of packets into Service Flows, categorization of packets into Microflows only requires the relevant tuple of header fields to be defined, not particular values in those header fields. This annex describes which tuples define a Microflow for Queue Protection purposes. 

The concept of a Microflow is primarily intended to distinguish different end-to-end transport layer flows, that is, flows of Upper Layer Protocols with respect to IP. However, this annex defines the different sets of headers that define a 'Microflow' in different scenarios. The goal is for a Microflow categorization algorithm to be able to handle any type of packet, including non-IP packets. 

The definitions apply equally to Microflow Categorization by the CM in the upstream direction and by the CMTS in the downstream direction. 
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The CM Microflow Categorization requirements in this subsection are currently identical to the CMTS Microflow Categorization requirements in Annex P.3.2.

For IP (v4 or v6) packets with the IP Upper Layer Protocols listed in Annex P.3.3.1 (TCP, UDP, etc), a CM MUST categorize such packets into Microflows using the 5-tuple or 4-tuple of header fields defined in Annex P.3.3.1.

To categorize certain IP packets into Microflows, a chain of headers might need to be traversed. A CM MUST decapsulate those encapsulating headers tabulated in Annex P.3.3. A CM MAY decapsulate other encapsulating protocols (e.g. Layer-2 Tunneling Protocol v3 (L2TPv3; type 115).  If the categorization algorithm of a CM traverses such a chain of headers, its depth of search is vendor-dependent and MUST be consistent for packets with the same sequence of header encapsulations.

If a CM traverses such a chain of headers and finds one of the IP Upper Layer Protocols listed in Annex P.3.3.1 (TCP, UDP, etc), it MUST proceed with categorization of packets into Microflows using the 5-tuple or 4-tuple of header fields defined in Annex P.3.3.1. If the CM fails to find one of the listed IP Upper Layer Protocols, it MUST categorize such packets into Microflows using the 3-tuple defined in Annex P.3.3.2.

A CM SHOULD categorize IPv4 fragments into Microflows using the 3-tuple of header fields defined in Annex P.3.3.3. 

A CM SHOULD categorize any packets of Ethertypes other than IP (v4 or v6) into one Microflow per 3-tuple of Ethertype, source and destination MAC addresses, as described in Annex P.3.4. A CM MAY decapsulate headers of certain Ethertypes that are likely to encapsulate an IP header. If the categorization algorithm of a CM decapsulates such non-IP Ethertypes, its depth of search is vendor-dependent and MUST be consistent for packets with the same sequence of header encapsulations.

If a CM traverses such a chain of headers and finds an IP header (v4 or v6), it MUST proceed with categorization of packets into Microflows as for IP packets, as defined in Annex P.3.3. If the CM fails to find an IP header, it MUST categorize such packets into Microflows using the 3-tuple of Ethertype, source and destination MAC addresses, as defined in Annex P.3.4.

Where the above normative text allows flexibility in the CM's categorization of Microflows (“SHOULD” or “MAY”), the choices are vendor-specific and independent of the CMTS. A CM SHOULD use vendor-specific configuration TLVs to control such flexibility.

For packets classified into the same Service Flow, when categorizing into Microflows a CM MUST ignore the header fields listed in Annex P.3.5.

[bookmark: _Toc531185674]CMTS Microflow Categorization Requirements 

The CMTS Microflow Categorization requirements in this subsection are currently identical to the CM Microflow Categorization requirements in Annex P.3.1.

For IP (v4 or v6) packets with the Upper Layer Protocols listed in Annex P.3.3.1 (TCP, UDP, etc), a CMTS MUST categorize such packets into Microflows using the 5-tuple or 4-tuple of header fields defined in Annex P.3.3.1.

To categorize certain IP packets into Microflows, a chain of headers might need to be traversed. A CMTS MUST decapsulate those encapsulating headers tabulated in Annex P.3.3. A CMTS MAY decapsulate other encapsulating protocols (e.g. Layer-2 Tunneling Protocol v3 (L2TPv3; type 115).  If the categorization algorithm of a CMTS traverses such a chain of headers, its depth of search is vendor-dependent and MUST be consistent for packets with the same sequence of header encapsulations.

If a CMTS traverses such a chain of headers and finds one of the IP Upper Layer Protocols listed in Annex P.3.3.1 (TCP, UDP, etc), it MUST proceed with categorization of packets into Microflows using the 5-tuple or 4-tuple of header fields defined in Annex P.3.3.1. If the CMTS fails to find one of the listed IP Upper Layer Protocols, it MUST categorize such packets into Microflows using the 3-tuple defined in Annex P.3.3.2.

A CMTS SHOULD categorize IPv4 fragments into Microflows using the 3-tuple of header fields defined in Annex P.3.3.3.

A CMTS SHOULD categorize any packets of Ethertypes other than IP (v4 or v6) into one Microflow per 3-tuple of Ethertype, source and destination MAC addresses, as described in Annex P.3.4. A CMTS MAY decapsulate headers of certain Ethertypes that are likely to encapsulate an IP header. If the categorization algorithm of a CMTS decapsulates such non-IP Ethertypes, its depth of search is vendor-dependent and MUST be consistent for packets with the same sequence of header encapsulations.

If a CMTS traverses such a chain of headers and finds an IP header (v4 or v6), it MUST proceed with categorization of packets into Microflows as for IP packets, as defined in this Annex. If the CMTS fails to find an IP header, it MUST categorize such packets into Microflows using the 3-tuple of Ethertype, source and destination MAC addresses, as defined in Annex P.3.4.

Where the above normative text allows flexibility in the CMTS's categorization of Microflows (“SHOULD” or “MAY”), the choices are vendor-specific and independent of the CM. A CMTS SHOULD use vendor-specific configuration TLVs to control such flexibility.

For packets classified into the same Service Flow, when categorizing into Microflows a CMTS MUST ignore the header fields listed in Annex P.3.5.



[bookmark: _Toc531185675]IP Packets

IP packets (v4 or v6) are categorized dependent on the Protocol field in the outermost IPv4 header or the Next Header field in the outermost IPv6 header. In either case (IPv4 or v6), the goal is to find the header of an IP Upper Layer protocol with well-known flow identifiers (such as those tabulated in Annex P.3.3.1 (e.g. TCP, UDP). If the Protocol number or Next Header type of the outermost header is not one of these IP Upper Layer protocols, but it is one of the common encapsulating protocols tabulated below, it is decapsulated and the same procedure is repeated recursively until an IP Upper Layer protocol header listed in Annex P.3.3.1 is found. Note that the table below includes more encapsulating headers than those tabulated in Annex C.2.1.10.3 for packet classification purposes. Also, for Microflow Categorization purposes, the Encapsulating Security Protocol (ESP; type 50) is considered as an IP Upper Layer Protocol.



		Protocol No. (IPv4) or Next Header (IPv6)

		Description

		Regular IPv6 Format?

		Header size and offset to Protocol Field, 
if not IPv6 format



		0

		IPv6 Hop-by-Hop Option

		Y

		



		4

		IPv4 encapsulation

		N

		Regular IPv4 header



		41

		IPv6 encapsulation

		Y

		



		43

		Routing Header for IPv6

		Y

		



		44

		Fragment Header for IPv6

		Y

		



		47

		Generic Routing Encapsulation (GRE)

		N

		16 octet, bit 16



		51

		Authentication Header (AH)

		Y

		



		60

		Destination Options for IPv6

		Y

		



		135

		Mobility Header

		Y

		



		139

		Host Identity Protocol (HIP)

		Y

		



		140

		Shim6 Protocol

		Y

		



		253

		Use for experimentation and testing

		Y

		



		254

		Use for experimentation and testing

		Y

		





If a Microflow Categorization algorithm follows the above process and finds an IP Upper Layer Protocol with well-known flow identifiers (such as those listed in Annex P.3.3.1) it will categorize the packet using the tuples of headers specified in Annex P.3.3.1.

To limit per-packet processing the depth of such a search for an IP Upper Layer protocol has to be limited. However, it would not produce consistent results unless it always searched to the same depth for the same sequence of headers. If the search within an IP packet for an IP Upper Layer protocol is curtailed, the procedure in Annex P.3.3.2 for categorizing IP packets without well-known flow identifiers is used, and the last Protocol Number (IPv4) or Next Header (IPv6) that was found before the search ended is used as the IP Upper Layer protocol.

IP Upper Layer Protocols with Well-Known Flow Identifiers

Certain IP Upper Layer Protocols are currently known to distinguish application data flows in the first 32 bits, for example:

		Protocol

		Protocol number



		TCP

		8



		UDP

		17



		DCCP

		33



		ESP

		50



		SCTP

		132



		UDP-Lite

		136





Packets with such IP Upper Layer Protocols are categorized into one Microflow if they share identical values of the following 5-tuple or 4-tuple:

· IP Upper Layer Protocol;

· source and destination IP addresses;

· either of:

· source and destination port numbers, for TCP, UDP, UDP-Lite, SCTP, DCCP, etc

· Security Parameters Index (SPI) for IPSec Encapsulating Security Payload (ESP) [RFC4303].

IP Upper Layer Protocols without Well-Known Flow Identifiers

If the IP Upper Layer Protocol is known not to identify an application data flow in the first 32 bits (e.g. IGMP, ICMP, RSVP, OSPF, etc.), or decapsulation fails to find an inner IP Upper Layer Protocol with well-known flow identifiers, all packets of that IP Upper Layer Protocol are categorized as one Microflow if they share identical values of the following 3-tuple:

· IP Upper Layer Protocol type;

· [bookmark: __DdeLink__2304_3144830989]source and destination IP addresses.

Fragmented IP Packets

If an IPv4 packet is fragmented, only the first fragment carries the header of the IP Upper Layer Protocol. It would add complexity to associate subsequent fragments with the first. To avoid this complexity, fragments of IPv4 packets (i.e. IPv4 packets with either the More Fragments flag set or a non-zero fragment offset) would all have to be categorized by the following 3-tuple: 

· IP Upper Layer Protocol;

· source and destination IP addresses.

[bookmark: _Toc531185676]Non-IP packets

The default classifiers for the Latency Service Flow solely select certain IP packets. Nonetheless, additional classifiers could be configured such that a Queue Protection algorithm would need to categorize non-IP packets into Microflows.

Queue Protection categorizes any packets of Ethertypes other than IP (v4 or v6) into one Microflow per 3-tuple of Ethertype, source and destination MAC addresses. For example, all Point to Point Protocol over Ethernet (PPPoE) packets between the same MAC addresses would be categorized as one Microflow and all Remote Direct Memory Access over Converged Ethernet v1 (RoCE v1) packets between the same MAC addresses would be categorized as another Microflow. 

A Microflow categorization algorithm could decapsulate headers of certain Ethertypes (e.g. PPPoE) that are likely to encapsulate an IP header. Then Microflow categorization would proceed as for IP packets (Annex P.3.3). 

To limit per-packet processing the depth of such a search would have to be limited. However, it would not produce consistent results unless it always searched to the same depth for the same sequence of headers. 

 

[bookmark: _Toc531185677]Fields Not Relevant to Microflow Categorization

For packets classified into the same Service Flow, when categorizing into Microflows the following fields are ignored, even though superficially they might seem relevant:

· logical link control (LLC) parameters (e.g. different 802.1Q VLAN IDs);

· Inbound ifIndex;

· the IPv6 flow label;

· the ECN field within the IPv4 Type of Service field or IPv6 Traffic Class field;

· the Diffserv field within the IPv4 Type of Service field or IPv6 Traffic Class field.

For example, packets classified into the same Service Flow with the same 5-, 4-, 3- or 1-tuple as specified above but with different VLAN IDs, flow labels or Diffserv codepoints would not be categorized as distinct Microflows.
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